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Abstract
The article studies approximations for stable like jump processes on fractal

sets F � Rn. Processes ond-sets are approximated by jump processes on the"-parallel sets. For the special case of self-similar sets with equal contraction ratios,
approximations in terms of finite Markov chains are provided.In either case, the
convergence of Dirichlet forms, semigroups and resolventsare established as well
as the convergence of the finite-dimensional distributionsunder canonical initial
distributions. In the self-similar case also the weak convergence of the laws under
these initial distributions inDF ([0, t0]) is proved.

1. Introduction and setup

The question how to approximate a certain stochastic process is of particular inter-
est for theory, physical models and numerical simulations.The present article considers
approximations of jump processes on fractal sets. Ond-sets and some generalizations
such processes have been studied intensely, see e.g. [27], [21], [8] or [9]. On the other
hand, fractional diffusions on self-similar sets and theirgeneralizations have been con-
sidered by many authors, see e.g. [2] or [19] and the references therein. The idea to
consider the energy forms of these processes as limits of discrete Dirichlet forms is
well known to be a convenient way to construct them. See also [22]. There are recent
results concerning the approximation of jump processes onRn, see [16], by methods
similar to former works on continuous processes onRn, cf. [4], [28]. In [20] jump
processes on increasing domains were considered, whereas in [15] processes ond-sets
were approximated via processes on parallel sets decreasing to thed-set.

The aim of this work is to provide certain approximations forjump processes on
d-sets as well as on self-similar sets. In the latter case we restrict ourselves to the
case of equal contraction ratios. Our approach is somewhat different from the works
mentioned above, except the last one, which made already useof such methods.

We describe the settings and main ideas. For subsetsA of Rn, we use the short
notation jAj to denote then-dimensional Lebesgue measure, for finite words of formw = (w1, : : : , wm), jwj denotes their lengthm and for finite setsfx1, : : : , xmg the car-
dinality jfx1, : : : , xmgj = m. For x 2 Rn, the Euclidean norm ofx is also denoted byjxj. The respective meaning will be clear or pointed out. First consider the case of an
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arbitrary d-set, that is a compact subsetF � Rn which carries a finite Radon measure� such thatF = supp� and

(1) C1r
d � �(B(x, r )) � C2r

d

with C1, C2 > 0 holds for all r < r0 and x 2 F with 0 < d � n. See e.g. [12],
[18], or [29]. We will assume�(Rn) = 1. We approximate processes ond-sets by
processes whose state spaces are the"-parallel sets ofF , of course each of positive
n-dimensional Lebesgue measure. A generalized type of Mosco convergence for the
associated Dirichlet forms will be established, the convergence of the associated spec-
tral structures in the sense of Kuwae and Shioya follows, see[23]. To do so, we make
use of a special construction which is well adapted to our purposes. Some spatial av-
eraging is combined with the mentioned concept of convergence, a related method has
been described in [15].

Given ad-set F � Rn, consider the closed"-parallel sets

(2) F" = fx 2 Rn : dist(x, F) � "g,
where dist(x, F) = infy2F jx�yj. Sometimes we will use" = 1 to haveF embedded into
some compact setF1. On F" we introduce probability measures�" such that for each" > 0, �" is ann-measure onRn. In particular it is then equivalent to the restriction of
n-dimensional Lebesgue measure toF". These measures enjoy the following averaging
identity: For a function f 2 L1(F") we have

(3)
Z

f (x) �"(dx) =
Z

( f )"(x) �(dx),

where

(4) ( f )"(x) :=
1jB(x, 2") \ F"j

Z
B(x,2")\F" f (y) dy.

Here j � j denotesn-dimensional Lebesgue measure. For any functionf 2 C(F1),
lim"!0( f )"(x) exists at allx 2 F and equalsf (x). In particular, the measures�" con-
verge weakly to� on Rn.

Consider the quadratic form given by

(5) E(u, u) =
Z Z

(F�F)nD
(u(x)� u(y))2J(x, y) �(dx) �(dy), u 2 L2(�),

where for x, y 2 F ,

(6) J(x, y) =
1jx � yj��(B(x, jx � yj)) , � 2 (0, 2)
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and D = f(x, x) : x 2 Fg denotes the diagonal. Set

F := fu 2 L2(�) : E(u, u) <1g.
If we equipF with the usual norm given by

�Z
F

u(x)2 �(dx)

�1=2
+ E(u, u)1=2,

u 2 F , then F coincides with H�=2(F), which is the trace onF of the space
H�=2+(n�d)=2(Rn) of Bessel potentialsf = G(�+n�d)=2 � g, g 2 L2(Rn), whereG(�+n�d)=2
is the Bessel kernel of order (� + n� d)=2 and� denotes the convolution. More pre-
cisely, there are a bounded linear restriction operatorR : H�=2+(n�d)=2(Rn) 7! H�=2(F)
and a bounded linear extension operatorE0 : H�=2(F) 7! H�=2+(n�d)=2(Rn) such that
R Æ E0 is the identity mapping onH�=2(F). For continuous functions, the restriction
coincides with the pointwise restriction. See [18], Chapter V, Theorem 1 p. 103, Chap-
ter VI, Theorem 1, p. 141 and Theorem 3, p. 155. Notice that32,2� (Rn) in the notation

there coincides withH�(Rn) in the sense of equivalent norms. See also Theorem 1
p. 182 for the cased < n and [17] and [29] for further methods. By this procedure
and since the continuous functions with compact support aredense inH�=2+(n�d)=2(Rn),
(E ,F ) is a regular Dirichlet form onL2(�). Further, define the approximating forms by

(7) E"(w, w) =
Z Z

(F"�F")nD
(w(x)� w(y))2J"(x, y) �"(dx) �"(dy), w 2 L2(�").

Here D = f(x, x) : x 2 F"g, for brevity we use the same symbol. Forx, y 2 F ,

(8) J"(x, y) =
1jx � yj��"(B(x, jx � yj)) , � 2 (0, 2).

SetF" = fw 2 L2(�"): E"(w,w)<1g. Again F = H�=2(F") and each(E", F") is a reg-
ular Dirichlet form on L2(�") as a consequence of the tracing procedure with respect
to the n-set F".

By the general theory, cf. [13], there exists a�"-symmetric Hunt processesX" on
eachF" and a�-symmetric Hunt processX on F , uniquely determined byE" resp.E .

Now supposeX is given and the objective is to approximate it. We prove thatthe
spectral structures ofX" converge to those ofX in the sense of [23] as" tends to zero,
as a consequence the finite dimensional distributions ofX" with initial distributions�"
weakly converge to those ofX with initial distribution �.

The second situation we study is that of a self-similar set. We will introduce a
familiy of discrete probability measuresf�m : m 2 Ng on F and then follow the same
path as in the first case. This allows to approximate a given jump processX on F
by finite Markov chains with the associated Dirichlet forms admitting simple discrete
representations.
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Let F � Rn be a the unique compact set satisfying

(9) F = 9(F) =
N[

i =1

 i (F)

with contractive similarities i , i = 1, : : : , N all having the contraction ratior1 = � � � =
r N = s. F carries the self-similar probability measure� uniquely determined by

(10) � = sd
NX

i =1

� Æ  �1
i .

Under the open set condition� does also satisfy the volume growth property (1) with
d according to (10) andd = � log N= logs is just the Hausdorff dimension ofF . Ref-
erences on self-similar sets may be found e.g. in [12].

As will be shown below, the measures�m we introduce are just weighted sums of
point mass measures supported on discrete setsVm. For f 2 L1(�m), again the relation

(11)
Z

f (x) �m(dx) =
Z

( f )m(x) �(dx)

holds, where (f )m is an average off such that for any continuous functionf 2 C(F),

(12) lim
m!1( f )m(x) = f (x), x 2 F .

In particular, the measures�m converge weakly to� on F as m tends to infinity.
Again, consider the Dirichlet form given by (5) andF defined as above. Alternative-

ly, we can usej = jx � yj���d in place of J in (5). Forw 2 L2(�m), set

(13) Em(w, w) =
Z Z

(F�F)nD
(w(x)� w(y))2Jm(x, y) �m(dx) �m(dy),

with

(14) Jm(x, y) =
1jx � yj��m(B(x, jx � yj)) , x, y 2 F .

If j was used instead ofJ for E , use j in place of Jm. For m 2 N, (Em, L2(�m)) is
a regular Dirichlet form. It is associated to a continuous time Markov chainYm with
finite state spaceVm = supp�m.

Again we prove the convergence of the spectral structures via generalized Mosco
convergence, similarly as above the convergence of the finite dimensional distributions
as above follows. Now we additionally obtain the weak convergence of the laws of the
approximating Markov chainsYm to the law of X in the Skorohod spaceDF ([0, t0]) of
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right-continuous functions on [0,t0] with left limits and values inF , considered under
initial distributions�m and�, respectively.

Though of different type, the approximations in either setting follow by the same
method. Therefore the article is organized as follows: First, in Section 2, we define
both geometric settings, describe the concept of convergence we employ and state the
main results for either case. In Section 3 we state simple properties of the measures�" and�m. Rewriting the approximating Dirichlet formsEm, we obtain the conductiv-
ities for the approximating Markov chains. The following twosections then contain the
proof of the generalized Mosco-convergence which implies the main Theorems. Sec-
tion 4 establishes the pointwise convergence of the Dirichlet forms on the space of
Hölder continuous functions. Then (3) resp. (11) allow to carry over some standard
type arguments known for Mosco-convergence in the case of a single Hilbert space to
our setting. This is done in Section 5. For the case of equal contraction ratios, Nash
inequalities w.r.t. the�m are proved in the last section which lead to tightness bounds.
We obtain the weak convergence of the laws of the processes inDF (0, t0).

B(z, r ) denotes the open ball with centerx and radiusr > 0. For A � Rn, jAj
denotes then-dimensional Lebesgue measure ofA, for a finite setB, jBj stands for
the number of elements. For a finite wordw = w1w2 � � � wk, jwj is its lengthk, see
below.

2. Definitions and main results

We define the notions of convergence we make use of. Then the two settings we
investigate are described precisely and the main results are stated in either case.

The following definitions are formulated more generally situation to cover both
cases. LetI be any directed index set andf�i : i 2 I g a family of measures on some
compact separable metric space (M, %). ConsiderL2(�i ) normed byk � ki and with
scalar producth � , � ii . Let � be another measure onM, and letL2(�), k � k and h � , � i
be defined similarly.

Let C be a dense subspace inL2(�). Suppose for anyi 2 I there is a bounded
linear operator8i : C ! L2(�i ) such that for anyu 2 C we have

lim
i
k8i uki = kuk.

Then the spacesL2(�i ) converge toL2(�) in the sense of Kuwae and Shioya, see [23].
This will be assumed throughout the following. In Section 3 below we will see that
the families of measuresf�m: m 2 Ng and f�" : " > 0g on F resp.F1 � F satisfy these
hypotheses.

We recall the notions of convergence of functions, operators and quadratic forms
as introduced in [23].
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DEFINITION 2.1. (i) A sequence of functionsfui gi2I , ui 2 L2(�i ), KS-strongly
convergesto a functionu 2 L2(�) if there exists a sequencef' j g1j =1 � C such that

lim
j!1 lim sup

i
k8i' j � ui ki = 0 and lim

j!1k' j � uk = 0.

(ii) A sequence of functionsfui gi2I , ui 2 L2(�i ), KS-weakly convergesto a function
u 2 L2(�) if for any sequencefvi gi2I , vi 2 L2(�i ), that strongly converges to somev 2 L2(�),

lim
i
hui , vi ii = hu, vi.

(iii) A sequence of bounded linear operatorsfBi gi2I , Bi : L2(�i ) ! L2(�i ) KS-strongly
convergesto a bounded linear operatorB: L2(�) ! L2(�) if for any sequencefui gi2I ,
ui 2 L2(�i ), that strongly converges to someu 2 L2(�), the Bi ui KS-strongly converge
to Bu.
(iv) A sequencefE i gi2I of quadratic formsE i : L2(�i )� L2(�i ) ! R[ f�1, 1g gen-
eralized Mosco-convergesto a quadratic formE : L2(�) � L2(�) ! R [ f�1, 1g if
the following conditions are fulfilled:

(a) For any sequencefui gi2I KS-weakly converging tou 2 L2(�),

lim inf
i

E i (ui , ui ) � E(u, u).

(b) For anyu 2 L2(�) there exists a sequencefui gi2I KS-strongly converging to
u such that

lim sup
i

E i (ui , ui ) � E(u, u).

In (iv), the definition of a quadratic formE i is extended to the whole ofL2(�i ),
settingE i (u, u) = +1 for a functionu which is not in its domain. Similarly for a form
E on L2(�), cf. [23] or [25].

Depending on the geometric settings we obtain similar results for different types
of approximating processes.

The first situation is that of an arbitraryd-set F� Rn, by definition there ex-
ists a normed Radon measure� on Rn with F = supp� and such that (1) holds. Let
the closed"-parallel setsF" be defined by (2). Now consider the measures�" on Rn

given by

(15) �"(A) =
Z

1jB(x, 2") \ F"j
Z

B(x,2")\F" 1A(y) dy�(dx), A � Rn.

Consider the spacesL2(�") resp.L2(�) normed byk � k" resp.k � k and with scalar
productsh � , � i" resp.h � , � i. Later it will be shown the�" are normedn-measures
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with supp�" = F". Below we will prove that theL2(�") converge toL2(�) in the sense
of [23] and therefore the following statements make sense. Denote the operator semi-
groups and resolvents associated to the processesX" and X by (P"

t )t�0 and (G"�)�>0

respectively (Pt )t�0 and (G�)�>0.

Theorem 2.1. (i) The Dirichlet formsE" generalized Mosco-converge toE as "
tends to zero.
(ii) For any � > 0, G"� KS-strongly converges to G� as " tends to zero.
(iii) For any t� 0, P"

t KS-strongly converges to Pt as " tends to zero.

In particular, we observe

Corollary 2.1. The finite dimensional distributions of the X" with initial distri-
butions �" weakly converge to those of X under initial distribution�, i.e. for any
0< t1 < t2 < � � � < tk <1 and any u2 C(Fk+1

1 ) we have

lim"!0
E�"u(X"

0, X"
t1, : : : , X"

tk ) = E�u(X0, Xt1, : : : , Xtk ).

The second setting we study is that of a self-similar set.

DEFINITION 2.2. Let F � Rn be compact andS = f1, : : : , Ng. For any i 2 S
let  i : F ! F be a contractive similarity and suppose there is a continuous injection� : SN ! F such that i Æ � = � Æ �i , where�i (w1w2 � � � ) = iw1w2 � � � . Then F is
called aself-similar set. Let Wm := Sm denote the wordsw = (w1, : : : , wm) of lengthjwj = m and setW1 =

S
m�0 Wm. For any finite wordw 2 Wm of length m define w :=  w1 Æ � � � Æ  wm. Fw :=  w(F) is called anm-cell.

Then F satisfies (9), that is

F = 9(F) =
N[

i =1

 i (F).

Suppose theopen set condition(OSC) holds, i.e. there existO � Rn open sucht that9(O) � O and i (O)\ j (O) = ; wheneveri 6= j . Then the uniquely associated self-
similar probability measure� is equivalent to thed-dimensional Hausdorff measureHd

with d from (10) and satifies (1). We further assume that thecontraction ratios ri of
the contractions i , i = 1, : : : , N, all equal a given numbers 2 (0, 1).

EXAMPLES 2.1. Among the sets fitting these assumptions are e.g. Cantorsets,
Sierpinski gaskets, the Sierpinski carpet and the Koch curve. But also any closed in-
terval in R and any closed cube or block inRn.
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Let V0 = fx1, : : : , xNg denote theN distinct fixed pointsxi of the contractions i .
We assume the maximum distance between two points inV0 is one. Let9 be given
by (9) and9m = 9 Æ 9m�1. Set Vm := 9m(V0). Further, forx 2 F , let Fm(x) denote
the union of all ‘step-m-copies’ which containx,

(16) Fm(x) :=
[

w2Wm : x2Fw Fw.

Let Vm(x) := Fm(x) \ Vm and put

(17) �m(A) :=
Z

1jVm(x)j
X

y2Vm(x)

Æy(A) �(dx), A � F ,

whereÆy assigns mass one toy and is zero anywhere else. Herej � j denotes the car-
dinality of a finite set. By dominated convergence, the�m define normed measures on
F . Obviously for f 2 L1(�m) the averaging relation (11) holds if we set

(18) ( f )m(x) :=
1jVm(x)j

X
y2Vm(x)

f (y).

For continuous functionsf 2 C(F), (12) holds and therefore the measures�m converge
weakly to� on F as m tends to infinity. Now consider the spacesL2(�m) resp.L2(�)
with normsk � km resp.k � k and scalar productsh � , � im resp.h � , � i. The L2(�m) also
converge toL2(�) in the appropriate sense, see below.

Let E andEm be given according to (5) and (13). Denote the operator semigroups
and resolvents associated to the Dirichlet formsEm and E by (Pm

t )t�0 and (Gm� )�>0

respectively (Pt )t�0 and (G�)�>0.

Theorem 2.2. (i) The Dirichlet formsEm generalized Mosco-converge toE as
m tends to infinity.
(ii) For any � > 0, Gm� KS-strongly converges to G� as m tends to infinity.
(iii) For any t� 0, Pm

t KS-strongly converges to Pt as m tends to infinity.

Recall Ym and X denote the Markov processes corresponding toEm resp.E .

Corollary 2.2. The finite dimensional distributions of the Ym with initial distri-
butions�m weakly converge to those of X with initial distribution�, that is for any
0< t1 < t2 < � � � < tk <1 and any u2 C(Fk+1) we have

lim
m!1 E�mu(Xm

0 , Xm
t1 , : : : , Xm

tk ) = E�u(X0, Xt1, : : : , Xtk ).

Employing Corollary 2.2, we can establish one more convergence result. Fort0 >
0, let DF ([0, t0]) denote the space ofF-valued right continuous functions on [0,t0]
with left limits.
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Theorem 2.3. The the laws of the processes Ym under P�m weakly converge to
the law of X underP� in DF ([0, t0]).

3. Approximation measures

This section investigates simple properties of the measures �" resp.�m and shows
the above notions of convergence are well defined in our settings.

Choose some 2 (�, 2) and letC =2(F) denote the space of all =2-Hölder con-
tinuous functions onF , endowed with the norm

kuk =2 = kuk1 + sup
x,y2F

ju(x)� u(y)jjx � yj =2 ,

where kuk1 = supx2F ju(x)j. Similarly, C =2(F") denotes the space of all bounded =2-Hölder continuous functions onF", k � k =2," defined as above but with the above
suprema taken over the whole ofF". The spaceC =2(F) is dense inL2(�), this fol-
lows from C =2(Rn) being dense inH�=2+(n�d)=2(Rn) and the mentioned tracing pro-
cedure, recall the detailed references given in the introduction. In particular, the re-
striction of a function fromC =2(Rn) to F resp.F", then in the pointwise sense, is a
function in C =2(F) resp.C =2(F"). Further, letE denote the Whitney extension op-
erator associated to the setF , cf. [26] Chapter VI or [18], Chapter I.2, p. 21.E is a
bounded linear operator fromC =2(F) into C =2(Rn). This follows from [26], Chap-
ter VI, Section 2.2, the Proposition on p. 172 and Theorem 3 onp. 174. Since the
measures�" are normed,E is equibounded fromC =2(F) into the spacesL2(�") with
operator norm bounded independently of". Now Recall (15).

Lemma 3.1. (i) For any " > 0, supp�" = F".
(ii) There is a constant a1 > 0 such that for arbitrary" > 0, z 2 F" and 0 < r < "
we have

a1"d�nr n � �"(B(z, r )).

(iii) There is a constant a2 > 0 such that for arbitrary" > 0, z2 F" and r> 0 we have

�"(B(z, r )) � a2"d�nr n.

(iv) For any u2 C =2(F),

lim"!0
kEuk" = kuk.

By (i), (ii) and (iii), the �" aren-measures. (iv) shows the spacesL2(�") converge
to L2(�) in the sense of Kuwae and Shioya.
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Proof. (i) is obvious. (iv) directly follows from the weak convergence�" ) �.
For (iii), notice that by Fubini

�"(B(z, r )) =
Z

1jB(x, 2") \ F"j
Z

1B(z,r )(y)1B(x,2")\F" (y) dy�(dx)

=
Z

1B(z,r )\F" (y)
Z

1jB(x, 2") \ F"j1B(y,2")(x) �(dx) dy.

For any y 2 B(z, r ) \ F" there is somey0 2 F such thatB(y, 2") � B(y0, 3"). Then
the inner integral in the last line is bounded above by

Z
F\B(y0,3")

�(dx)jB(x, 2") \ F"j �
�(B(y0, 3"))jB(0, ")j

since for anyx 2 F = supp� we haveB(x, ") � B(x, 2") \ F". Now (iii) follows.
Assertion (ii) holds, sincer < " implies the existence of somez0 2 B(z, r ) such

that B(z0, r =2)� B(z, r ) \ F". For any y 2 B(z0, r =2), there is somey0 2 F such that
B(y0, ") � B(y, 2"). We obtain

Z
F\B(y,2")

�(dx)jB(x, 2") \ F"j �
�(B(y0, "))jB(0, 2")j

and

�"(B(z, r )) � Z 1B(z0,r =2)(y)
Z

1jB(x, 2")j1B(y,2")(x) �(dx) dy.

Turn to the self-similar case. Recall (17). For somez 2 Vm let !m(z) denote the
total number of different wordsw of length m such thatz 2 Fw, i.e.

(19) !m(z) :=
��fw1w2 � � � wm : there existwm+1wm+2 � � � with �(w1w2 � � � ) = zg��.

Lemma 3.2. (i) Let m2 N. Thensupp�m = Vm and for any A� F ,

�m(A) =
1

NmjV0j
X
z2Vm

!m(z)Æz(A).

In particular for any z2 Vm, �m(fzg) = !m(z)N�1smd.
(ii) There are constants b1, b2 > 0 such that for all m2 N and all z2 Vm, r < r0,

b1(r d + smd) � �m(B(z, r )) � b2(r d + smd).

(iii) The spaces L2(�m) converge to L2(�) in the sense of Kuwae and Shioya.
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Proof. To see (i), letA � F be such thatA\ Vm = ;, then

�m(A) =
Z

1jVm(x)j
X

y2Vm(x)

1A(y) �(dx) = 0.

Let z 2 Vm be arbitrary, then

�m(fzg) =
Z

F

1jVm(x)j
X

y2Vm(x)

1fzg(y) �(dx)

=
Z

FnEm

1jVm(x)j1Vm(x)(z) �(dx),

where

Em =
[

w,v2Wm

(Fw \ Fv),
which by the (OSC) is of zero measure�. For x 2 F n Em, there is exactly onem-cell
Fw1���wm that containsx, i.e. Fm(x) = Fw1���wm. In particular Vm(x) = �w1���wm(V0) andjVm(x)j = jV0j, recall Vm(x) = Fm(x) \ Vm. This implies

(20) �m(fzg) =
1jV0j

Z
FnEm

1Fm(x)(z) �(dx) =
!m(z)jV0jNm

,

showing the first assertion in (i). The second follows usingjV0j = N and sd = N�1.
For (ii), first notice we may assumer0 < s. If r � sm, then B(z, r ) \ Vm = fzg. If
sm � r < sm�1, then B(z, r ) contains Fm(z) and intersects at mostFm�1(z) and all
adjacent (m � 1)-cells, there are no more than!m�1(z)N. Since!m(z) � N and an
(m� 1)-cell containsjV1j � NjV0j points of Vm, therefore

jV0j � jB(z, r ) \ Vmj � N3jV0j.
If sm�1 � r < sm�2, then B(z, r ) containsFm�1(z) and intersectsFm�2(z) and maybe
adjacent (m� 2)-cells of which there are at most!m�2(z)N � N2. Each (m� 2)-cell
containsjV2j � NjV1j points of Vm, hence

jV1j � jB(z, r ) \ Vmj � N3jV1j.
Continuing, we observe that fork = 1, : : : , m� 1 andsm�k+1 < r � sm�k,

(21) jVk�1j � jB(z, r ) \ Vmj � N3jVk�1j.
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(ii) holds sinceN = s�d and for sm�k+1 < r � sm�k we have by (21) and (20),

a1jV0jNk�m�1 � jB(x, r ) \ VmjjV0jNm
� �m(B(x, r ) \ Vm)

� N
jB(x, r ) \ VmjjV0jNm

� a2jV0jNk�m+1.

For (iii) recall againC =2(F) is dense inL2(�). Given m 2 N, let Rm : C =2(F) !
L2(�m) denote the pointwise restrictionRmu := ujVm, u 2 C =2(F). Obviously each
Rm is a bounded linear operator and the weak convergence implies

lim
m!1kRmukm = kuk

for any u 2 C =2(F).

For f 2 L1(�m),

(22)
Z

f (x) �m(dx) =
X
z2Vm

�m(fzg) f (z).

Plugging this into (13), we observe

(23) Em(u, u) =
X

w,z2Vm

(u(w)� u(z))2 Cmw,z,

where forw, z 2 Vm

(24) Cmw,z = Jm(w, z)�m(fwg)�m(fzg) =
!m(w)!m(z)1fw 6= zgN�2s2md

jw � zj��m(B(w, jw � zj)) .

Similarly in the case ofj . Obviously Cmw,z = Cmw,z, Cm
z,w � 0 andCmw,z > 0 for w 6= z.

Now let Xm denote the finite symmetric Markov chain onVm defined by

P(Xm
1 = z j Xm

0 = w) =
Cmw,z

Cmw with Cmw =
X
r2Vm

Cmwr .

Let T0 := 0 and Tk :=
Pk

i =1 UXi ,i where Uw,1, Uw,2, : : : are i.i.d. exponential random
variables with parameterCmw for w 2 Vm. The continuous time processYm constructed
from Xm by letting Ym

t = Xm
n if Tn � t < Tn+1 then corresponds to the Dirichlet form

Em. Ym is right continuous and has left limits.

4. Pointwise convergence on the core

First consider the parallel set approximation. Recall thatE denotes the Whitney
extension operator associated toF .
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Proposition 4.1. For any u2 C =2(F),

lim"!0
E"(Eu, Eu) = E(u, u).

Before heading into the proof, we collect some elementary prerequisites.

Lemma 4.1. Let R> 0. Given "0 > 0, there is some"0 > 0 such that for all
(x, r ) 2 F1 � [0, R] with j(x, r )� (x0, r 0)j < "0,

j�(B(x, r ))� �(B(x0, r 0))j < "0.

Proof. The function (x, r ) 7! �(B(x, r )) is continuous at all(x, r ) 2 F1 � [0, R]
since from

j(x, r )� (x0, r 0)j < "0
follows that B(x, r � 2"0) � B(x0, r 0) as well asB(x, r ) � B(x0, r 0 + 2"0) and therefore

�(B(x, r ))� �(B(x0, r 0)) � �(B(x, r ))� �(B(x, r � 2"0))
and

�(B(x0, r 0))� �(B(x, r )) � �(B(x, r + 2"0))� �(B(x, r )),

which implies the continuity.F1 � [0, R] being compact, we have uniform continuity
and the assertion holds.

We use the short notationb"(x) := B(x, 2") \ F". Notice that for (x, y) 2 (F �
F) n D,

(25)
��jx � yj � jw � zj�� � j(x � y)� (w � z)j � jx � wj + jw � zj < 4"

and in particular

(26)

���� jw � zjjx � yj � 1

���� < 4"jx � yj ,
wheneverw 2 b"(x), z 2 b"(y).

Lemma 4.2. For all " > 0, x, y 2 F such thatjx� yj > 16" and all w 2 b"(x),
z 2 b"(y), ���"(B(w, jw � zj))� �(B(x, jx � yj))��

� �(B(x, jx � yj + 8"))� �(B(x, jx � yj � 8")).
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Proof. We have����
Z

1B(w,jw�zj))(� ) �"(d� )� Z 1B(x,jx�yj))(� ) �(d� )

����
� Z 1jb"(� )j

Z
b"(� )

j1B(w,jw�zj))(�)� 1B(x,jx�yj))(� )j d� �(d� )

and

j1B(�,jw�zj))(w)� 1B(x,jx�yj))(� )j
= 1B(�,jw�zj))(w)1B(x,jx�yj))c(� ) + 1B(�,jw�zj))c(w)1B(x,jx�yj))(� )

� 1B(� ,jx�yj+6"))(w)1B(x,jx�yj))c(� ) + 1B(� ,jx�yj�6"))c(w)1B(x,jx�yj))(� )

� 1B(x,jx�yj+8"))nB(x,jx�yj))(� ) + 1B(x,jx�yj))nB(x,jx�yj�8"))(� ).

by (25).

Lemma 4.3. There is a constant c� > 0 such that for any" > 0 and x, y 2 F
such thatjx � yj > 16", we have

�(B(x, jx � yj))�"(B(w, jw � zj)) � c�,

wheneverw 2 b"(x) and z2 b"(y).

Proof.Z
1B(w,jw�zj))(� ) �"(d� ) =

Z
1jb"(� )j

Z
b"(� )

1B(�,jw�zj))(w) d� �(d� )

� Z 1jb"(� )j
Z

b"(� )
1B(� ,jw�zj�2"))(w) d� �(d� )

=
Z

1B(w,jw�zj�2"))(� ) �(d� )

� �(B(x, jw � zj � 4"))
� �(B(x, jx � yj � 8"))
� �(B(x, jx � yj=2)),

where we used (25) andjx � yj � 8" > jx � yj � jx � yj=2 = jx � yj=2. Now the
assertion follows since� possesses a doubling property.

We establish Proposition 4.1.
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Proof. Throughout the following we will also writeu to denote the Whitney ex-
tensionEu, recall Eu 2 C =2(F1). By the identity (3),

E"(u, u)

=
Z Z

1jb"(x)j jb"(y)j
Z

b"(x)

Z
b"(y)

(u(w)� u(z))2

jw � zj��"(B(w, jw � zj)) dw dz�(dx) �(dy).

STEP 1. We consider the part ofE"(u, u) related to the relatively larger jumps,Z Z
jx�yj>16" 8"(x, y)

1�(B(x, jx � yj)) �(dx) �(dy),

where for each (x, y) with jx � yj > 16",
8"(x, y) =

1jb"(x)j jb"(y)j
Z

b"(x)

Z
b"(y)

(u(w)� u(z))2

jw � zj� �(B(x, jx � yj))�"(B(w, jw � zj)) dw dz.

Set

9"(x, y) =
1jb"(x)j jb"(y)j

Z
b"(x)

Z
b"(y)

(u(w)� u(z))2

jw � zj� dw dz

and

8(x, y) =
(u(x)� u(y))2

jx � yj� .

For any (x, y) 2 (F � F) n D then

(27) lim"!0
9"(x, y) = 8(x, y)

sinceu 2 C =2(F1). We will prove

(28) lim"!0
8"(x, y)1fjx�yj>16"g(x, y) = 8(x, y).

Consider the left member in (28), for small" it does not vanish andjx � yj=2 > 4".
Clipping with (26),

(29)
jw � zjjx � yj > jx � yj � 4"jx � yj > 1

2
,

providedw 2 b"(x), z 2 b"(y).
Now fix (x, y) 2 (F � F) n D and let"0 > 0. By (25) and (29) we have���� 1jx � yj� � 1jw � zj�

���� � 2"jx � yj2�
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whenever" is small enough. By Lemmata 4.1, 4.2 and 4.3 then also���� �(B(x, jx � yj))�"(B(w, jw � zj)) � 1

���� � c�"0�(B(x, jx � yj)) .

Consequently,���� 1jb"(x)j jb"(y)j
Z

b"(x)

Z
b"(y)

(u(w)� u(z))2

jx � yj� �(B(x, jx � yj))�"(B(w, jw � zj)) dw dz�9"(x, y)

����
� c�"0jx � yj��(B(x, jx � yj)) F"(x, y),

where

F"(x, y) =
1jb"(x)j jb"(y)j

Z
b"(x)

Z
b"(y)

(u(w)� u(z))2 dw dz� 4kuk21.

Similarly,����8"(x, y)� 1jb"(x)j jb"(y)j
Z

b"(x)

Z
b"(y)

(u(w)� u(z))2 dw dzjx � yj� �(B(x, jx � yj))�"(B(w, jw � zj)) dw dz

����
� 2"0jx � yj2� F"(x, y).

Combining,

lim"!0
8"(x, y)1fjx�yj>16"g = lim"!0

9"(x, y) = 8(x, y)

for any (x, y) 2 (F � F) n D.
STEP 2. By Lebesgue’s theorem we have

(30)

lim"!0

Z Z 8"(x, y)1fjx�yj>16"g(x, y)
1�(B(x, jx � yj)) �(dx) �(dy)

=
Z Z 8(x, y)

1�(B(x, jx � yj)) �(dx) �(dy)

= E(u, u),

provided we can show that the8"(x, y)1fjx�yj>16"g are dominated by an (�(B(x, jx �
yj)))�1 �(dx) �(dy)-integrable function. To see this, note that forjx � yj > 16",

9"(x, y) � kuk2 =2jb"(x)j jb"(y)j
Z

b"(x)

Z
b"(y)

jw � zj�� dw dz� c0kuk2 =2jx � yj��
sinceu 2 C =2(F1), and using Lemma 4.3,

8"(x, y) � c�9"(x, y) � ckuk2 =2jx � yj��,
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c > 0 independent of". Now

Z Z jx � yj���(B(x, jx � yj)) �(dx) �(dy) <1
justifies the above.

STEP 3. Turn to the small jump part ofE"(u, u),Z Z
jx�yj�16" 8"(x, y)

1�(B(x, jx � yj)) �(dx) �(dy)

� Z Z 1fjw�zj�20"gjb"(x)j jb"(y)j
Z

b"(x)

Z
b"(y)

(u(w)� u(z))2

jw � zj��"(B(w, jw � zj)) dw dz�(dx) �(dy)

=
Z Z

jx�yj�20"
(u(x)� u(y))2

jx � yj��"(B(x, jx � yj)) �"(dx) �"(dy).

Apart from the factorkuk =2, for arbitrary x 2 F the inner integral in the last line is
bounded above by

Z 20"
0

r ���"(B(x, r ))
�"(B(x, dr )) =

1X
i = j0

Z 2�i

2�i�1

r ���"(B(x, r ))
�"(B(x, dr ))

� 1X
i = j0

2�i (��) �"(B(x, 2�i ))�"(B(x, 2�i�1))

� K
2� j0(��)

1� 2�2(��)

� c"��,

where j0 = j0(") is the largest integer such that 2� j0 is greater than 20". Note that by
Lemma 3.1 there is a uniform doubling constantK � 1 such that

�"(B(x, r )) � K�"(B(x, r =2))

for all x 2 F and r � 20". Together with (30) the above shows the assertion.

For the self-similar case the method simplifies since the properties of the measures�m are better, cf. Lemma 3.2.

Proposition 4.2. For any u2 C =2(F),

lim
m!1 Em(u, u) = E(u, u).
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Notice that form 2 N and x 2 F , diamFm(x) � Nsm. Notice that forx, y 2 F
andw 2 Vm(x), z 2 Vm(y), similar to the other setting,

��jw � zj � jx � yj�� � 4Nsm.

Lemma 4.4. Let Æ > 0. For m large enough, all x , y 2 F such thatjx � yj > Æ
and all w 2 Vm(x), z 2 Vm(y), we have���m(B(w, jw � zj))� �(B(x, jx � yj))��

� �(B(x, jx � yj + 4Nsm))� �(B(x, jx � yj � 4Nsm)).

The proof is the same as for Lemma 4.2. We briefly sketch the proof of Proposi-
tion 4.2.

Proof. For jx � yj > Æ andw 2 Vm(x), z 2 Vm(y),

jw � zj � jx � yj � 4Nsm � Æ
2

for given "0 > 0 and largem then by Lemma 4.4,

���� �(B(x, jx � yj))�m(B(w, jw � zj)) � 1

���� � "0

a1jw � zjd � 2d"0Æd
.

We claim

(31)

lim
m!1

Z Z
jx�yj>Æ 8m(x, y)

1�(B(x, jx � yj)) �(dx) �(dy)

=
Z Z

jx�yj>Æ
(u(x)� u(y))2

jx � yj��(B(x, jx � yj)) �(dx) �(dy),

where

8m(x, y)

=
1jVm(x)j jVm(y)j

X
w2Vm(x)

X
z2Vm(y)

(u(w)� u(z))2

jx � yj� �(B(x, jx � yj))�m(B(w, jw � zj)) dw dz.

As before we conclude

lim
m
8m(x, y) =

(u(x)� u(y))2

jx � yj� ,

now for (x, y) 2 (F � F) n fx, y 2 F : jx � yj < Æg. Since for suchx, y,

8m(x, y) � (2d"0Æ�d + 1)kuk21,
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Lebesgue’s theorem yields (31). For the small part, noteZ Z
jx�yj�Æ 8m(x, y)

1�(B(x, jx � yj)) �(dx) �(dy)

� Z Zjx�yj�Æ+4Nsm

(u(x)� u(y))2

jx � yj��m(B(x, jx � yj)) �(dx) �(dy)

and Z Æ+4Nsm

0

r ���m(B(x, r ))
�m(B(x, dr ))

� 1X
i = jm

2�i (��) �m(B(x, 2�i ))�m(B(x, 2�i�1))
� c(Æ + 4Nsm)��

by Lemma 3.2. jm denotes the largest integer such that 2� jm � Æ + 4Nsm. A similar
bound holds for the double integral w.r.t.�, taken overjx � yj � Æ. As Æ > 0 was
arbitrary small, this completes the proof.

For j in place of J and Jm the proof is similar but simpler.

5. Generalized Mosco-convergence

In order to prove the generalized Mosco-convergence ofE" resp.Em to E condi-
tions (a) and (b) of Definition 2.1 (iv) will be verified. Basically we use a Banach-
Saks type argument similar to [3].

We formulate the proof for the measures�", for the measures�m it is analogous.
Choose someÆ > 0, let

E",(Æ)(u, u) =
Z Z

(F"�F")nD
(u(x)� u(y))2J"(x, y)1fjx�yj�Æg �"(dy) �"(dx)

and

E (Æ)(u, u) =
Z Z

(F�F)nD
(u(x)� u(y))2J(x, y)1fjx�yj�Æg �(dy) �(dx).

Assumefu"g KS-weakly converges tou 2 L2(�). Without loss of generality, we may
assume lim"!0 E

"(u", u") exists and is finite.
Given "0 > 0, by Lemma 4.1, Lemma 4.2 and Lemma 4.3,

jJ"(w, z)� J(x, y)j � 1jx � yj�
���� 1�"(B(w, jw � zj)) � 1�(B(x, jx � yj))

����
� c�Æ��(B(x, jx � yj + 8"))� �(B(x, jx � yj � 8"))�(B(x, Æ))
< "0
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whenever" is sufficiently small uniformly for allx, y 2 F such thatjx� yj � Æ and allw 2 b"(x), z 2 b"(y). Recall that by Lemma 4.1,�(B(x, r )) is uniformly continuous
on the compact setF1 � [Æ, 2 diamF ]. By (4) and Fubini therefore

E"(u", u") � E",(Æ)(u", u")
� Z Z 1fjx�yj�Ægjb"(x)j jb"(y)j

Z
b"(x)

Z
b"(y)

(u"(w)� u"(z))2J"(w, z) dw dz�(dy) �(dx)

� Z Z 1fjx�yj�Ægjb"(x)j jb"(y)j
Z

b"(x)

Z
b"(y)

(u"(w)� u"(z))2(J(x, y)� "0) dw dz�(dy) �(dx)

� Z Zjx�yj�Æ((u")"(x)� (u")"(y))2J(x, y) �(dx) �(dy)� 2"0k(u")"k
= E (Æ)((u")", (u")")� 2"0k(u")"k

because

(u")"(x)� (u")"(y) =
1jb"(x)j jb"(y)j

Z
b"(x)

Z
b"(y)

(u"(w)� u"(z)) dw dz

� � 1jb"(x)j jb"(y)j
Z

b"(x)

Z
b"(y)

(u"(w)� u"(z))2 dw dz

�1=2

by Hölder’s inequality.
Sincefu"g" KS-weakly converges, we have sup" ku"k" <1, see [23], Lemma 2.3.

By (3), k(u")"k � ku"k". By the above,f(u")"g" is therefore bounded in the Hilbert
space formed byL2(�) with norm (E (Æ)( � , � ) + k � k2)1=2. Fix an arbitraryf" j g j with" j ! 0. By the Banach-Saks theorem there exists a subsequencef" jkg jk , we write uk :=
u" jk

, (uk)k := (u" jk
)" jk

, such that (uk)k weakly converges to somev in L2(�),

lim
k!1

1

n

nX
k=1

(uk)k � v
 = 0

and

lim
k!1 E (Æ) 1

n

nX
k=1

(uk)k � v,
1

n

nX
k=1

(uk)k � v
!

= 0.

On the other hand, the KS-weak convergence implies that for' 2 C(F)

lim
k!1h(uk)k, 'i = lim

k!1
Z

1jb" jk
(x)j

Z
b" jk

(x)
uk(y) dy'(x) �(dx)

= lim
k!1

Z
1jb" jk
(x)j

Z
b" jk

(x)
uk(y)E'(y) dy�(dx)
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= lim
k!1huk, E'i" jk

= hu, 'i.
C(F) being dense inL2(�), we see that (uk)k weakly converges tou in L2(�) and
thereforev = u. Clipping the statements, for any fixed sequence

�" j
	

j with resulting

subsequence as above,

lim inf
j!1 E" j (u" j , u" j ) � lim inf

j!1 E" j ,(Æ)(u" j , u" j ) � lim sup
j!1 E (Æ)((u" j )" j , (u" j )" j )

� lim
k!1 E (Æ) 1

n

nX
k=1

(uk)k,
1

n

nX
k=1

(uk)k

!
= E (Æ)(u, u),

notice

E (Æ) 1

n

nX
k=1

(uk)k,
1

n

nX
k=1

(uk)k

!1=2 � 1

n

nX
k=1

E (Æ)((uk)k, (uk)k)1=2
by the triangle inequality. The above holds for anyÆ > 0 and any chosen subsequence,
therefore necessarily

lim inf"!0
E"(u", u") � E(u, u),

which is condition (a).
To see condition (b), we make use of Proposition 4.1. For anyu 2 F , there is a

sequencef' j g1j =1 � C =2(F) such that

(32) lim
j!1 E(' j , ' j ) = E(u, u) and lim

j!1 k' j � uk = 0.

For j 2 N, consider the Whitney extensionsE' j � C =2(F1) of ' j , for brevity denote
it again by ' j . By �" converging weakly to� and by Proposition 4.1, there exists
some"1 > 0 such that ��k'1 � '0k" � k'1 � '0k�� < 2�1

and

jE"('1, '1)� E('1, '1)j < 2�1
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for " < "1. There also exists some"2 < "1 such that

��k'2 � '0k" � k'2 � '0k�� < 2�2

and ��k'2 � '1k" � k'2 � '1k�� < 2�2

and

jE"('2, '2)� E('2, '2)j < 2�2

whenever" < "2. Continuing this way, for anyj 2 N there is some" j such that

(33)
��k' j �'i k"�k' j �'i k�� < 2� j for i < j and jE"(' j , ' j )�E(' j , ' j )j < 2� j

if " < " j . For anyk 2 N, there is somei (k) such thatk' j � 'i k < 2�k if i , j � i (k)
due to (32). In particular

k' j � 'i (k)k < 2�k for j > i (k).

Clipping with (33),

k' j � 'i (k)k" � k' j � 'i (k)k + 2� j � 2�k + 2� j

whenever j > i (k) and " < " j . Set u" = 0 for " � "1, u" = '1 for "2 � " < "1 and
u" = ' j for " j +1 � " < " j . Put k = 'i (k), then for " small enough

ku" �  kk" � 2� j + 2�k,

hence

lim sup" ku" �  kk" � 2�k.

Since limkku�  kk = 0, theu" KS-strongly converge tou.
On the other hand, by (32) and (33),

lim" E"(u", u") = lim" E(u", u") = E(u, u).

For u 2 L2(�) n F we haveE(u, u) = +1, thus condition (b) is verified.
This proves assertion (i) in Theorem 2.1 and Theorem 2.2. Assertions (ii) and (iii)

in either case directly follow from Theorem 2.4 in [23].
It remains to conclude the Corollaries 2.1 and 2.2. We prove Corollary 2.1, the

other proof is similar.
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Write k � k1 and k � k",1 to denote the norms inL1(�) and L1(�"). For functions
u" KS-strongly converging tou 2 L2(�), by (3), Definition 2.1 and Theorem 2.1,

lim sup" k(P"
t u")" � Ptuk � lim

j
lim sup" kP"

t u" � ' j k" + lim
j
kPtu� ' j k

and thus by Hölder,

lim" k(P"
t u")" � Ptuk1 � lim" k(P"

t u")" � Ptuk = 0.

Again by (3) then

lim" kP"
t u"k",1 = kPtuk1.

The product of a functionv 2 C(F1) and a sequence of functionsu" KS-strongly con-
verging to u 2 L2(�) KS-strongly converges touv, notice that if f' j g � C(F) is the
sequence according to Definition 2.1, we have

ku"v � ' j vk" � kvk1ku" � ' j k"
and

k'v � uvk ! 0,

' j v 2 C(F). Iterating these arguments foru0, u1, : : : , uk 2 C(F1) then yields

lim" E�" [u0(X"
0)u1(X"

t1) � � � uk(X"
tk )]

= lim"
Z

u0(x)P"
t1(u1P"

t2�t1(u2 � � � P"
tk�1�tk�2

(uk�1P"
tk�tk�1

uk) � � � ))(x) �"(dx)

=
Z

u0(x)Pt1(u1Pt2�t1(u2 � � � Ptk�1�tk�2(uk�1Ptk�tk�1uk) � � � ))(x) �(dx)

= E�[u0(X0)u1(Xt1) � � � uk(Xtk)].

By the Stone-Weierstrass theorem we may pass from functionsu(x0, : : : , xk) =
u0(x0) � � � uk(xk), ui 2 C(F1) to generalu 2 C(Fk+1

1 ). This proves the Corollary.

6. Nash inequalites, tightness and convergence inD

Adapting an idea used in [10], we will now obtain Nash inequalities for the ap-
proximating Dirichlet forms. We will use these inequalities to deduce a tightness bound
on theYm and then verify the convergence of the processes inDF ([0, t0]). The argu-
ments we use are similar to those in [5], [8] and [16].

Let m be arbitrary but fixed. For 0< r < 1 and a functionu on Vm set

ur (x) =
1�m(B(x, r ))

Z
B(x,r )

u(y) �m(dy), x 2 Vm.



164 M. H INZ

The following local Poincaré inequality holds.

Lemma 6.1. There is some c0 > 0 such that for any function u2 L2(�m), we have

ku� ur k2
m � c0r

�Em(u, u).

Proof. For anyx 2 Vm,

ju(x)� ur (x)j � 1�m(B(x, r ))

Z
B(x,r )

ju(x)� u(y)j2 �m(dy).

Integrating,

ku� ur k2
m =

Z Z
B(x,r )\Dc

(u(x)� u(y))2J(x, y)
�m(dy) �m(dx)

J(x, y)�m(B(x, r ))

� b�1
1 r �Em(u, u)

since for jx � yj < r ,

1

J(x, y)�m(B(x, r ))
� b�1

1 r �.

A Nash inequality follows. Letk � km,1 denote the norm inL1(�m).

Proposition 6.1. There is a constant c> 0 such that for all m2 N and all u2
L2(�m),

kuk2+2�=d
m � c(Em(u, u) + r�1

0 kuk2
m)kuk2�=d

m,1 .

Proof. Let 0< r < r0. We havekuk2
m = hu� ur , uim + hur , uim. By the previous

lemma,

hu� ur , uim � ku� ur km kukm � c1=2
0 r �=2Em(u, u)kukm

and by Lemma 3.2,

hur , uim � kur k1 kukm,1 � b�1
1 (r + sm)�dkuk2

m,1.

Then for all r > 0,

kuk2
m � c1=2

0 r �=2(Em(u, u) + c�1
0 r��0 kuk2

m)1=2kukm + b�1
1 r�dkuk2

m,1.
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Minimizing the right hand side yields

kuk2
m � c(�, d)[Em(u, u) + c�1

0 r��0 kuk2
m]d=(�+2d)kuk2d=(�+2d)

m kuk2�=(�+2d)
m,1 ,

where

c(�, d) =

 �
2d�
��=(�+2d)

+
� �

2d

�2d=(�+2d)
!

cd=(�+2d)
0 b��=(�+2d)

1 .

Simplifying, the result follows.

As an additional result, we observe that Proposition 6.1 together with our notions
of convergence allows to obtain a Nash inequality forE , usually proved by other means,
as a limit of the Nash inequalities for the formsEm.

Corollary 6.1. For any u2 F ,

kuk2+2�=d � c(E(u, u) + c�1
0 r�1

0 kuk2)kuk4�=d
1 ,

where c is the constant fromProposition 6.1and k � k1 denotes the norm in L1(�).

Proof. Foru 2 C(F) the result follows from the weak convergence together with
Proposition 4.1. For generalu 2 F , it holds since by definitionC(F) is dense inF
w.r.t. E1.

Proposition 6.1 allows to proceed to a uniform tightness bound by standard argu-
ments. Form 2 N and A � F , let

� (A; Ym) = infft � 0: Ym
t =2 Ag

denote the first exit time.

Proposition 6.2. Given A> 0 and B2 (0, 1), there exists a constant > 0 such
that for all m2 N and all 0< r � diamF ,

P�m(� (B(z, Ar ); Ym) <  r �) � B.

The proof of this proposition is shifted to the appendix.
Together with Corollary 2.2, Proposition 6.2 now leads to Theorem 2.3. Forx 2 F

and xm 2 Vm converging tox, let Qm denote the law ofYm in DF ([0, t0]) under P�m

and Q the law of X underP�.
We make use of Aldous’ Theorem on tightness inDF ([0, t0]), cf. [1], [11] or [6].
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Theorem 6.1. Suppose t0 > 0 and (Ym) is a sequence of processes in DF ([0, t0]).
Assume that for all sequencesf�ng of random variables with values in[0, t0] such that�n is a stopping time w.r.t. the filtration � (Ym

s : s � t) and for all sequencesÆm � 0
with limm!1 Æm = 0,

��Ym�m+Æm
� Ym�m

��! 0 in probability as m!1.

Assume either(Ym
0 ) and maxt2[0,t0] jYm

t � Ym
t�j are tight or Ym

t is tight for every t2
[0, t0]. Then the laws of(Ym)m are tight in DF ([0, t0]).

We prove Theorem 2.3. Lett0 > 0, x 2 F , let (�m)m be a sequence of [0,t0]-valued
stopping times and (Æm)m a sequence tending to zero. Given� > 0 and B 2 (0, 1),
Proposition 6.2 provides a constant =  (�, B) > 0 such that

(34) P�m(� (B(xm, �)); Ym) �  ) � B

for all m. Wheneverm is large enough, so thatÆm �  , the strong Markov property
together with (34) imply

P�m
�%�Ym�m+Æm

, Ym�m

� > �� = P�m
�%�YmÆm

, Ym
0

� > ��
� P�m(� (B(xm, �); Ym) � Æm) � B.

The tightness of the (Ym
t ) for any t 2 [0, t0] follows since F is compact.

By Theorem 6.1 the sequence (Qm)m is tight in DF ([0, t0]). Together with the
weak convergence of the finite-dimensional distributions,Corollary 2.2, this shows that
the Qm weakly converge toQ and therefore proves Theorem 2.3, see e.g. [6], Theo-
rem 13.1 or [11], Theorem 7.8.

7. Appendix

We consider Proposition 6.2. Since the method has become quite standard mean-
while, so we only give a brief exposition. For further details we refer the reader to
[5], [8], [14] or [16]. Fix m 2 N. For Æ 2 (0, D], D a number to be chosen later,
introduce the measures

�Æm(A) =
�m(ÆA)Æd

, A � Æ�1F

on Æ�1F = fx 2 X : Æx 2 Fg. Then supp�Æm = Æ�1Vm, analogously defined and for
z 2 Æ�1Vm, 0< r < Æ�1r0,

b01(r d + smdÆ�d) � �Æm(B(x, r )) � b02(r d + smdÆ�d),
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recall Lemma 3.2. Consider the processYm,Æ
t := Æ�1YmÆ� t with values inÆ�1Vm associ-

ated to the Dirichlet form

Em,Æ(u, u) = Æ��dEm( f , f )

for f (x) = u(Æ�1x), u 2 L2(�Æm). For the corresponding small jump part Dirichlet form

Cm,Æ(u, u) =
Z Z

jx�yj�1

((u(x)� u(y))2

jx � yj��m(B(x, jx � yj)) �Æm(dx) �Æm(dy)

we have

0� Em,Æ(u, u)� Cm,Æ(u, u)

� 2
Z

u(x)2

�Z
jx�yj�1_Æ�1sm

�Æm(dy)jx � yj��m(B(x, jx � yj))
� �Æm(dx)

� ckukÆ,m,

with c> 0 independent ofÆ andm andk�kÆ,m denoting the norm inL2(�Æm). The Nash
inequality proved in Proposition 6.1 can now be shifted overto a Nash inequality for
Cm,Æ, cf. [8]. It follows that the processZm,Æ belonging toCm,Æ possesses transition
densitiespÆm(t , x, y) which admit the bound

pÆm(t , x, y) � c0t�d=�e�E(2t ,x,y)+(Æ�+c)t , t > 0, x, y 2 Æ�1F

with constantsc and c0 independent ofÆ and m. For details, see [7], Theorems 2.1
and 3.25. In the above,

E(t , x, y) = supfj (x)�  (y)j �3( )2 : 3( ) <1g,
3( )2 = maxfke�2 0(e , e )k1, ke2 0(e� , e� )k1g

and

0(e , e )(� ) =
Z
jx�yj�1_sm

(e (� ) � e (�))2

j� � �j��m(B(� , j� � �j)) �Æm(d�).

Using the cut-off function (� ) = j� , xj_jx� yj, we obtainj (�)� (� )j � j���j and

e�2 (� )0(e , e )(� ) =
Z
jx�yj�1

(1� e (�)� (� ))2

j� � �j��m(B(� , j� � �j)) �Æm(d�)

� Zjx�yj�1

( (�)�  (� ))2e2j (�)� (� )j
j� � �j��m(B(� , j� � �j)) �Æm(d�)

� C



168 M. H INZ

with C > 0 independent ofÆ and m. Hence

pÆm(t , x, y) � c0t�d=�e�%(x,y)+(Æ�+c)t , t > 0, x, y 2 Æ�1F .

For t 2 [1=2, 1], Æ 2 (0, D] and � > 0 we obtain for anyx 2 Æ�1Vm,

(35) Px(jZm,Æ
t � Zm,Æ

0 j > �) =
Z
jx�yj>� pÆm(t , x, y) �Æm(dy) � ce��=2,

c > 0 independent ofÆ and m. If now Lm,Æ and Am,Æ denote the generators ofYm,Æ
and Zm,Æ respectively, we have

Lm,Æ = Am,Æ + Bm,Æ
with

Bm,Æu(x) =
Z
%(x,y)>1

(u(x)� u(y))2

jx � yj��m(B(x, jx � yj)) �Æm(dy).

It is easily verified that there are positive constantsc and c0 independent ofm such
that for anyu 2 L2(�Æm) and v 2 L1(Æ�1Vm),

kBm,ÆukL2(�Æ
m) � ckukL2(�Æ

m)

and

kBm,Ævk1 � c0kvk1.

If ( Qm,Æ) denotes the transition semigroup ofZm,Æ,
S0(t) := Qm,Æ

t

and

Sk(t) :=
Z t

0
Sk�1(s)Bm,ÆQm,Æ

t�s ds, k � 1,

we obtain bounded linear operatorsSk(t) on L2(�Æm) with operator norm bounded above

by (ct)k=k!, c > 0 independent ofm. By [24], see also [11], (Pm,Æ
t ) with Pm,Æ

t =P1
k=0 Sk(t) then is the semigroup associated toLm,Æ. Similarly, eachSk(t) is abounded

linear operator onL1(Æ�1Vm) with operator norm bounded above by (c0t)k=k!, c0 > 0
independent ofm. Then alsoPm,Æ

t =
P1

k=0 Sk(t), with convergence in the operator norm
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on L2(�Æm). In particular, forv 2 L(Æ�1Vm),

kPm,Æ
t v � Qm,Æ

t vk1 � 1X
k=1

(c0t)k

k!
kvk1 � C0teC0tkvk1

and for anyx 2 Æ�1Vm,

Px(jYm,Æ
t � xj > �) � Px(jZm,Æ

t � xj > �) + C0teC0t � ce��=4 + ct

for t 2 [1=2, 1] with with c > 0 independent ofm and Æ by (35). Introducing the exit
times � (�) = infft � 0: jYm,Æ

t � Ym,Æ
0 j > �g and using the strong Markov property we

have for all t � 1=2 and x 2 Æ�1Vm

Px

�
sup
s�t
jYm,Æ

s � Ym,Æ
0 j > ��

= Px

�� (�) < t ; jYm,Æ
1 � Ym,Æ

0 j > �
2

�
+ Px

�� (�) < t ; jYm,Æ
1 � Ym,Æ

0 j � �
2

�

� Px

�jYm,Æ
1 � Ym,Æ

0 j > �
2

�
+ Px

�� (�) < t ; jYm,Æ
1 � Ym,Æ� (�)j � �

2

�

� ce��=4 + ct + Ex

�� (�) < t ; PYm,Æ� (�)

�jYm,Æ
1�� (�) � Ym,Æ

0 j > �
2

��

� ce��=4 + ct + Ex

"
� (�) < t ; sup

u�1=2 PYm,Æ� (�)

�jYm,Æ
1�u � Ym,Æ

0 j > �
2

�#

� ce��=4 + ct + max
y2Æ�1Vm

sup
u�1=2 Py

�jYm,Æ
1�u � Ym,Æ

0 j > �
2

�

which is bounded byce��=4 + ct with c > 0 independent ofm and Æ. Integrating,

Z
Æ�1Vm

Pz

�
sup
s�t

jYm,Æ
s � Ym,Æ

0 j > �� �Æm(dz) � Æ�d(ce��=4 + ct)

for t 2 [0, 1]. Scaling back,

(36)

P�m

�
sup

s�Æ� t
jYm

s � Ym
0 j > Æ��

=
Z

Vm

Px

�
sup

s�Æ� t
jYm

s � Ym
0 j > Æ�� �m(dx)

= Æd
Z
Æ�1Vm

Pz

�
sup
s�t

jYm,Æ
s � Ym,Æ

0 j > �� �Æm(dz)

� ce��=4 + ct.
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Chooset0 � 1=2 and � large enough that the right hand side is smaller thanB and
A=� < diamF . Then putÆ := Ar=� which is in (0,D] for D = (diamF)2. Finally, set = A�t0=��, what yields the assertion.

REMARK 7.1. Establishing a parabolic Harnack inequality and proving the equi-
continuity of the pm(t , x, y) one can also deduce the convergence inDF ([0, t0]) with
arbitrary starting distributions. This follows along the lines of [16].
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