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1. Introduction. Let X),---, X, be independent random variables with
common density f(x—0), —oo<x, §<<co, where # is an unknown translation
parameter. We shall consider here the case that f(x) is a uniformly continuous
density which vanishes on the interval (—oo, 0) and is positive on the interval
(0, o) and particularly

f(x)~ax as x— 40
with 0<<a<<co. Let é,,:é\,,(X,,---,X,,) be a m.le. (maximum likelihood es-
timate) of @ for the sample size n. Woodroofe [1] showed that (%an log n)"2

X (é,,-—ﬁ) has an asymptotic standard normal distribution. The purpose of the
present paper is to estimate the speed of convergence of a”(én—ﬁ) to the standard
normal distribution. Here 2a;=an(log n+loglogn). Similar results for mi-
nimum contrast estimates in the regular case were given by Michel and Pfanzagl
[2] and Pfanzagl [3]. More precisely, Pfanzagl [3] showed that for every com-
pact K there exists a constant ¢x such that for all €K, »=1 and tER

t

where 0¥ denotes a minimum contrast estimate for the sample size 7.

2. Conditions and the main result. We shall impose the following
regularity conditions on f(x). These conditions are stronger than those made
by Woodroofe [1].

CoNDITIONS

(i) f(x) is a uniformly continuous density which vanishes on (— oo, 0) and
is positive on (0, o).

(i) f(x) is continuously differentiable on (0, o) with derivative f’(x) and
f'(x) is absolutely continuous on every compact subinterval of (0, o) with de-
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rivative f”/(x).
(iii) For some « and 7, 0<a, r<<oo
f'(*) = a+0(x") and f"(x) =O(x""") as x— +0.

Let g(x)=log f(x) for x>0. Then g(x) will be continuously differentiable
on (0, o) with derivative g’=f"/f and g’(x) will be absolutely continuous on
every compact subinterval of (0, co) with derivative g”’=(ff"—f"?)/f%

(iv) For every t=0

[ fetet}fw) dacoo

(v) For every a>0, there is a 8 >0, for which
Smsuplg’(x—l—u) [3f(x) dx<<oo .

a %<8

(vi) For every a>0, there is a 8 >0, for which
[ sup {g" (x40} *f(w) du<oo .

ReMark. Under conditions (i) and (ii), condition (iii) is equivalent to the
following condition (iii)’.
(iii)" For some o and 7, 0<ex, 7<<oo

fl®) = ax+O0(x*7), g'(x) = x7'+O(x""*) and g"”"(x) = —x24+O(x"7?)
as x— +0.
ExampLes ([1]). Let

flx) = T[P(gﬂ_lx exp (—«’), x>0, for somer>0,
r

1 x
d(1+d) (14-x)**¢ ’

then conditions (i) —(vi) are all satisfied.

Let M,=min (X, -, X,) and G,()=3g(X,—¢) for t<M,. Condition
i=1

x>0, for some d>0,

or f(x)=

(i) insures that m.l.e.’s exist in the interval (—oo, M,). Let 9,,, n=1, be a
sequence of m.l.e.’s. If conditions (i) and (ii) are satisfied, then

—oco<8,<M, and Gib,) =0
with probability 1.
Theorem. Suppose that conditions (i)—(vi) are all satisfied. Let b, n=1,
denote a sequence of m.l.e’s for ﬁ f(X;—0) and let 2ai=an(log n+log log n).

Then there exists a constant ¢, such that for all R, n=1 and t<0
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2.1) | Py{ay(f,—0) <1} —D(t)| Sey(log n)" .

Also, for every s, 0<s<1, there exists a constant c, such that for all 6R, n=1
and t>0

(22) | Py {a,(6,—0) <t} —@(t) | Scy(log n)".
Here

- vz (-5
D(2) = i) P 5 > dx .
ReMARK. (1) The assertion of (2.2) holds with (log #) ™! instead of (log n)**
provided ¢ is restricted to a finite interval (0, M].
(2) We used {%an(log n-+log log #)} /2 as the convergence order of m.le.

to the true parameter §. However our result is true for any a,, n=>1, satisfying
that ana;?log a,=1+0O((log #)™). Obviously, this condition includes the case that

a,= {%om(log n-+log log n)}*2 but excludes the case that a,,:(%an log n)“2.

3. Some lemmas. Since 6 is a translation parameter, it will suffice to
prove our result in the special case that §=0. Hereafter, suppose that 6=0.
The following Lemma 1 refines the result of Woodroofe [1].

Lemma 1. Let conditions (i)—(iii) and (vi) be satisfied. Then, for suffi-
ciently small €>0, there exists c=0 such that

(3.1) P{ sup iG;'(t)g—l}gcn-l

~eSIKHn 1

for alln=1.

Proof. Let a>0 be so small that g’ '(x)§——;«x‘2 for 0<x=2a. There is

a sufficiently small number 0<<€<(a such that
[tey o ax>2] suplg"(x-0)| fw)d -5

because the left-hand integral diverges to oo as €—0. Then the event M,=<¢
implies that

sup 1 Gr()= _2__111 226 (Xi+e)-2+% 27 sup |g"(Xi+2)]

—esI<H, 7
where 3% denotes summation over i<n for which u<X,<v. Hence the re-

lations M,<€ and sup 1 G/ (t)= —1 imply

—eSI<Hy 7y
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I -711—}3 0 (X,-+e)'2-—S:(ere)-2 f(x)dx| =1
or

L322 sup /(X1 = suplg (x9Sl 21

Itlse

Hence we have

P{ sup L G;'(t);—l}

-eSi<Ma N

<P, >8+P{1 L i (Ko [ ey anl 21

+P{1L 537 supl (X0 | —  suplg(s-+0) | fwydsl 21
Since P{M,>€}=o(n""), Lemma 1 follows from condition (vi) and Cheby-
shev’s inequality.

Woodroofe [1] mentioned that condition (i) and

[ —gtostar<co,

which is a weaker condition than (iv), imply all assumptions of Wald [4]. Thus
we can make use of his results.

Lemma 2. Let 8,,n=1, be a sequence of m.l.e’s. Suppose that conditions
(1)-(iii) and (iv) hold. Then for every €>0 there exists c=0 such that

P{ld,| =&} <cn™

for alln=1.

Proof. Let M be a positive number chosen such that

E {log sup f(X—t)} <E {log f(X)} .

For every t&[—M, —&] there exists an open neighborhood U, of ¢ such that
E {log sup f(X—u)} <E{log (X} .
t

The existence of such a positive number M and that of such a U, follow from
Wald [4]. As {U,: t€[—M, —€]} covers the compact set [—M, —&], there exists
a finite subcover of this set [—M, —€] determined by t,&[—M, —¢&],j=1, +-+,m.
For notational convenience, let Uy=(—c0, —M) and U,=U,,, j=1, «--, m. If
|é,,| >¢ and M,<§, then —oo<d,<—& and therefore 0, U, for some j&
{0, 1, --+, m}, that is to say,
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n! g log ‘Sélvgf(X;—t)gn-l ,2 log (X))

for some j= {0, 1, ---, m}. Write

by = E{log flX)} —E{log sup AX—1)} >0, j=0,1, =, m
and let 2b=min {b;; j=O0, 1, -+, m} >0. Then

|n71 3 log sup f(Xi—t)—E{log sup (X~} | <b, j=0,1, -, m
and
|n7 33 log f(X,)—E {log f(X)} | <b

imply

nt ;leog ,Sél,gf(X"—t)<”_lg log f(X:), j=0,1,+,m.
Hence we have

P{|0,| =&} <P{|0,| =¢, M, <&} +P{M,=¢&}
= ]Z:;)P{In‘1 2 log sup f(X;—1)—E {log sup AX—12)} | =5}

+P{|n" 3] log f(X,)—E{log f(X)} | 28} +P{M,2¢} .

Now, by conditions (i)-(iii) and (iv), the assertion follows from Chebyshev’s
inequality.

Fori=1, -+, n and 0=¢=<(log n)"?, let

Zy=Z,(X;,t)=Y,,—E{Y,},
where
Ym' = Ym'(Xi) t) = g'(Xi+a;l-lt)) if X:’>a;1 ’
=0 , if X;<a;'.
Here E denotes expectation. Moreover, let b,(1)=E{Z,(X,, t)}*

Lemma 3. Let conditions (i)—(iii), (v) and (vi) be satisfied. Then there
exists a constant ¢ such that for all x€R, n=1 and 0=t=(log n)"*

| P {(nb,(t))""/? Ej; Z, (X, t)y<wx} —D(x)| <c(log n)™*.
Proof. We shall first show that

(3.2) E{Y,} = —taa;" log a,(1-4+2)"+0(a(1+1),
(3.3) E{Y,3} = a log a,(1+1)"'40(1),
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(34) E{|Yul} =O(a,(1+1)7").
By condition (iii)’, choose >0 and ¢,=0 such that
(3.5) | f(x)—ax| Scxtt, | g'(x)—x7| St and | g7 (x) 27| S P

for 0<x=2a. Next choose.d>0 such that conditions (v) and (vi) hold. Then
we may establish (3.2) as follows. Since

g'(x+a;lt) = g’(x)—i—g:;l‘g”(x—i—u) du
we have
E(V.) = | gt | ™ g et waa fimyax

= I,+1,, say.

It is easily seen that

1= (g s,
so that 7;=0(a;") by (3.5). Next we put
b= ™ ety oy e 4 g o) Sy
= I,+1,, say.
By condition (vi), we have I,,=O(a;'t). Moreover let

121 = IZII+1212+IZI3 ’

where

Iy, = — Sa_l {S:; t(x+u)‘2du} ox dx

y

L= —{ A" ()i} () —aw)d,
¢ o't 7 -
Is = | A" ")+ (o) dud iy
By easy computation, (3.5) implies that

Ly = —taa;* log a,(1+)+0(a;"),
Iy, = O(az't)
and I3 = O(az't),

so that (3.2) is established.
To establish (3.3), let
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V) = [ g errano it | g et fie) d
= Jit+/J., say.

Condition (v) implies that J,=O(1). Divide J; into [y, [y, Ji; and Jy, as fol-
lows:

Ju= Sa_l(x-i—a;‘t)‘zax dx ,
Jip= S:;,(9v+a;1t)"2( flx)—ax)da ,
Jia= S:.IZ(& +at) " g (2@ t)— (x+a:'t) 7} flw)da,

Ju= [ g @rarn—(vtart)} fw)d.
Then, by (3.5), we have
Ju = alog a,(1+£)71+0(1),

flz= O(l)’
j13= 0(1)
and ]14: 0(1):

so that (3.3) is established.
Finally, we shall establish (3.4). Let
B Yal} = | 1getat) 1 f@ds+ |15 etarn) 1 fw) s
= K,+K,, say.
By condition (v), we have K,=O(1). Also by (3.5) we have

K, = [ {0+2aye) (a5 )
= O(a,(141)7Y).

This implies (3.4).
From (3.2), (3.3) and (3.4), we have

(3.6) E{Z,"} = alog a,(14+-2)7'+0(1),
E{lan|3} = O(an(1+t)_l) *

Now, the assertion of Lemma 3 follows from the Berry-Esseen theorem ([5],
Theorem 12.4).

In the rest of this section, we shall study the conditional distribution of
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;' ig "(X;—az't) given M,>a;'t for 0<t=<(log 7). The conditional ditribu-
i=1
tion of X, -+, X,, given M, >a;', is that of independent random variables with
common density
fﬂ*(x) = c,,f(x) ’ x>ay't
=0 , otherwise

where
e =1, fle)d.
For i=1, -+, n and 0<¢=(log n)"? let
Zm'* = Zni*(Xi’ t) = Yni*_E*{Yni*}
where
Y, =Y, XX, t) =g Xi—at), if X;>a;'(142¢t),
=0 , if X;Za;'(142t).
Here E* denotes conditional expectation given M,>a;'t. It is easily seen
that ¢,=14+0(n™") for 0<t=<(logn)2. Thus, in a similar way to Lemma 3, we
obtain
E*{Y,,*} = ta a;* log a,(148)"'+O(az'(1+1)),
E*{Z,,*"} = a log a,(14-1)"'+0(1)
and E*{|Z* |} = O(a(1+)7),
which lead to the following lemma.

Lemma 4. Let conditions (i)—(iii), (v) and (vi) be satisfied. Then there
exists a constant ¢ such that for all xR, n=1 and 0<t<(log n)"*

| P {(nb,*(2))~"* Enl Z,X (X, )<wx|M,>a;'t} —D(x) | =c(log n)™*,
where b,*(t)=E*{Z,,*(X,, t)}* .

4. Proof of Theorem. As the left sides of (2.1) and (2.2) are uniformly
bounded for §=R and tER, it sufficies to prove the assertion for all sufficient-
ly large n. 'To simplify our notations we shall use #, as a generic constant in-
stead of the phrase ‘“for all sufficiently large #»”’. In the same manner we shall
use ¢ as a generic constant to denote factors occurring in the bounds.

We shall use ideas related to Woodroofe [1]. It follows from Lemma 1 and
Lemma 2 that

(4.1) P{af,<—# = P{a; 2 ¢'(Xi+a;'t) =0} +0(nY)
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where O(r™") is uniform in t€[0, 4,6). Here £>0 is chosen sufficiently small so
that (3.1) of Lemma 1 holds. ~Similarly, it follows from Lemma 1 and Lemma 2
that

“42)  P{ad,>t = P{z* 2" g (Xi—a;')<0, M,>a;'t} +0(n™)

— Play ’Eg (Xi—a7t)<0| M,>a;"t P{M,>a;'t}
+0(n™),

where O(n™') is uniform in ¢>0.
We shall first show the validity of (2.1). By condition (iii)’

(+3) |P{ar 31g/(Xitar't) =0} —P{ai' 3 ¥, 20} |
< N P{X,<q}
< dlog )
for all n=>n, and 0=t=<(log #)?. Since
P{a;' 31 Y,z 0} = P{(nb(t) " 3] Zuzx,(0)}

where

x,(t) = —n'%(b,(£)) VE{Y,} ,
it follows from Lemma 3 that
(44) | P {az" Z Y,i= 0} —D(—w,(t))| =c(log 7)™
for all =1 and 0=<t=<(log n)*2. According to (3.2) and (3.6)

—x,(t) = (naz'E{Y,}) (naz?,(2)) "
= {—1+2¢ log (1+4¢2) (log n)*++O((14-¢) (log n)™*)}
X {1—2 log (1+1?) (log n)"*+O((log m)~)} /2
= —t+t log (14-¢) (log n)"*+O((14¢) (log #)™) .

Hence, for n=n, and 0=t = (log n)”?
(4‘.5) | CID(—x,,(t))— (—l) | \/ | f—x (t) l max {exp< 12 >’ exp( _xn(t)2>}

=c(log n)™*.

From (4.1), (4.3), (4.4) and (4.5), there exists a constant ¢ such that
(4.6) |P{a,0,< —} —®(—1)| Zc(log n)™*

for all n=n, and 0=<t=(log n)/2. For t>(log n)"/* we have
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|P{a.d,<—1} —®(—1)| SP{a,0,< —(log n)*} -+ ®(—(log n)"*) .
Using (4.6) and Feller ([6], p. 166, Lemma 2), we obtain
(+7) | P{a,d, =~} —@(—1)| <c(log )"

for n=n, and ¢>(log n)2. Hence (4.6) and (4.7) imply (2.1).
We next show the validity of (2.2). By condition (iii)’

IP{a;l 2g,(Xi—a;1t)<0 | M,,>a;1t} —P{a;l z”} Ym.*<() | Mn>an—lt} |
= i=1
= Zl P{X;<a;'(14+-2¢)| M, > a7t}
=< na;’(324-41+1).

Hence, for every s, 0<<s<C1, there exists a constant ¢ such that for n=n, and
0<t=(log n)*

(48)  |P{ar 2g'(Xi—ar't)<0| M, >a;'t} —P{a;' 31 ¥, <0| M, > a7t} |
= c(log n)*"*.
Applying arguments similar to those used in (4.4) and (4.5), Lemma 4 implies
(+9) | Plaz' 2] V,* <01 M, > a5t} — {1— (1)} | Sc(log )™
for n=mn, and 0<t=<(log n)"”>. By (4.8) and (4.9) we have
| P{a;! z ¢/ (Xi—az't)<O0| M, >a;'tt PAM, > a;'t} — {1—®(#)} |

< |P{a ) g'(Xi—az't)<O0| M, > a7t} — {1—@(1)} | P{M, > a1}

+{l—@)} P{M,<a;'t}
={1—-o@)}P{M,<a;'t} +c(log n)*

for n=n, and 0<<¢=<(log 7)*2. Using Feller ([6], p. 166, Lemma 2), we obtain
2
{1—®@)} P{M,<a;'t} < ct exp < —%) (log »)™*

= ¢(log m)™*

for n=n, and t>0. Hence, from this and (4.2) it follows that for n=n, and
0<t=(log n)*

|P{a,0,>t} — {1—@(®)} | <c(log n)*™*,

from which (2.2) is shown by a similar argument used in (4.7). Thus we com-
plete the proof of the theorem.
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