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Introduction

In Kitada and Kumano-go [6] we studied a theory of Fourier integral
operators and constructed the fundamental solution U,(z,s,) for a pseudo-
differential equation of Schrédinger’s type:

— (129 -
( 1 ) {Lhu = (_1‘ b‘t‘_l—Hh(t) X, Dz))“ =0 ’
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=fed (s,€RY,
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in the form of a Fourier integral operator for ¢ near s, Here

(2) H(t, %, &) = K*~°H(t, h™%x, B’E)  (0<h<1, 0=<8=<p=<1)

covers a rather general class of smooth time-dependent potentials V{(¢, x) if
H(t, x, ) is of the form H(t, x, E)=% |E|*+V(¢, x). However, contrary to the

generality of H(z, x, £) that we can deal with, the time range in which we can
represent U,(t, s,) as a single Fourier integral operator was very small. The
similar situations are also the case in Fujiwara’s construction ([2], [3]) of the
fundamental solution, except the results in [3, §4].

In this paper we shall make a rather strong restriction on the potential
V(t, x) (see Assumption (A) in section 3), and construct the fundamental solu-

tion U,(¢, s,) for (1) with H(t, x, ’g‘)=—;—|£|2—i— V(t, x) in the form of a single

(conjugate) Fourier integral operator for all £=s,, when s, is sufficiently large.
To do so, in sections 1 and 2 we shall introduce a class of (conjugate)
Fourier integral operators and investigate their calculus, which is also our pur-
pose in the present paper. The symbol class for our Fourier integral operators
is the same as in [6], while the class of phase functions is different from [6] (see
Definition 1.1). The characteristic feature of our phase functions ¢,(x, &) is,
roughly speaking, that the function Ji(x, £)=¢4(x, £)—x-& is “small” in the
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sense that only the derivatives of V,J,(x, £) are small, while in [6] we assumed
that the derivatives of both V, J,(», &) and V¢ /J,(x, &) are small. This relaxation
is possible, because, in the present paper, we restrict ourselves to considering
only the conjugate Fourier integral operators of the form

(3) Py(g1)f ) = 0,— [ [erert-n’ 0 py(g, ) f(a

while in [6] we considered both Fourier, and conjugate Fourier, integral operators.

Section 2 is devoted to proving a theorem concerning the calculus of con-
jugate Fourier integral operators, which is different from [6] in the point that we
shall treat »+1 conjugate Fouier integral operators directly, while in [6] the
product of two Fourier integral operators and that of Fourier and conjugate
Fourier integral operators were basic. This result will allow us in section 4 to
make a global calculus in time of the local fundamental solutions represented as
conjugate Fourier integral operators.

In section 3, we shall in turn consider the Schrodinger equation (1) with

H(t, x, ) :% |E|*4+V(2, x), where V(¢, x) is assumed to satisfy
(%) sup |93V(¢, x)| < Co(1+[2])7117¢
r=R"

for |a|+0 with £>0. We shall first give several estimates concerning the
classical orbit (g, p) (¢, s; #, £) defined as the solution of the Hamilton equation

49 o) —
at & 5)=1p 9,

(5)
%’(t, $) = —V.V(t, 4(t, 9))

with the initial condition (g, p) (s, s)=(x, £). From this (g, p) (¢, s; x, &), we
shall construct the phase function ¢(s, ¢; x, £) as the solution of the eikonal equa-

tion

(6) {as(l)(s, t; x, E)—l—H(S, X, qub(s) t; x, ‘E)) =0 4

¢(t, t; x, E) = x-§ )

which can be solved globally for t=s when s is sufficiently large, as well as locally
for |t—s|<8,(«1). Then we shall define the global and local approximate
fundamental solutions of order m (m=0 or oo) in the sense of [6] in the form

Ei($u(s, 1))/ (%)

(7) . o
= Os—gge""E"”h(""‘ (e, s; €, &) f(x")dx' dE

for t=s or |t—s| <8, where ¢,(s, t; x', E)=h"*¢(s, t; h~%x’, h°E), and m=0 in
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case 0=<8=<p=<1and m=oo in case 0<8<p=1. We shall then summarize the
important estimates concerning these approximate fundamental solutions as
Theorem 3.11 at the end of section 3.

Using these estimates, in section 4 we shall first construct the local funda-
mental solution U,(t, s) for |#—s| <&, as a conjugate Fourier integral operator
in quite a similar way to [6]. Then using the global solution ¢(s, ¢; x, &) of (6)
and the results of section 2 on the calculus, we shall represent the global funda-
mental solution U,(t, s) = U,(¢, t,)U,(ty, ty_1) - U,(ts, ) (0<t;—2; 1< (t—s,)/
(v+1)=8, sp<t;<---<t,=t) as a single conjugate Fourier integral operator for
sufficiently large s,. For general s, we can therefore represent the global funda-
mental solution U,(2, s;) as a product of a finite number of conjugate Fourier
integral operators, the number being independent of # but dependent on 5,. At
the same time, we shall also give some estimates for the differences between the
fundamental solution U,(t, s) and the global approximate fundamental solutions
E7(pu(s, t)*) when =5 for sufficiently large s. One of these estimates played a
crucial role in the proof of the completeness of modified wave operators in [5].

We note that our assumption on the potential V(¢, x), hence on the Hamil-
tonian H(t, x, £), is not symmetric in x and &, while the assumption adopted in
[6] was symmetric. Moreover, under our present assumption (4), the classical
orbit y=gq(s, #; », £) in the configuration space is uniquely determined by its
initial and final positions x and y for ¢=s when s is sufficiently large (by (3.11)
below), which makes it possible to construct the global phase function (compare
this with the situations in §4 of Fujiwara [3]).

Recently, Nishiwada [9] gave an explicit expression, which is written by
means of one or two integral transformations, of the global fundamental solution
for a Schrédinger equation with a quadratic Hamiltonian. However his as-
sumption and method are different from ours.

1. Fourier integral operators

In this and the next sections, we introduce a class of Fourier integral opera-
tors and investigate their properties, especially their calculus. We first explain
some basic notations we shall use in the following. For any point x=(x,, «-+, &,)
in the n-dimensional Euclidian space R", we define its norm |x| by |x|=

2 .
(X «?)V2, and for any n X n real matrix A=(a;;) we define [ 4| = Sup R"l Ax|/|x]|.
=1 =17
Let a=(ay, ***, @,) be a multi-index whose components ¢; are non-negative in-
tegers and let x, y, *R". Then we use the following notations:
la| = antoeta,, al =ala,l, o= el
0 1

0
% — 9%...0% D?=D%...D% 0, =—, D, = — —,
Or = 0502y, i v ’ i Ox;
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V.= t(axly **ty 6:,,)’ ex =1'V,,
= V1+|x|% w5 9> = Vit+|2[*+]y]*,
<x5p; 2 = V1t [y[*+ =]

By 4 we denote the Schwartz space of rapidly decreasing functions on R". For
f & we define its Fourier transform f(£)=7 f(£) by

71§ = [t f) dn, w0 = F i

The inverse Fourier transform 77! f of f €4 is given by
1) @) = (et &) g, 2 = @m)ag.

DeFINITION 1.1, 1° Let 0<7<1,0<0<c and 0<8<p=<1. A family
{pu(®, &)} o<hay of C=-functions ¢,(x, £) in R*X R" is said to belong to the class
{PL)(7, o; h)} o<s<1, if the function Jy(x, £) defined by

Ti(x, &) = $u(x, &)—ax-E = k=2 J,(Rox, h7°E) ,

(1.1) Bi(%, £) = B~ pu(W’x, h7FE) ,
Ju(#, &) = du(x, £)—x-&

satisfies
1) sup {IVeJi(x O [<KE} + sup |V Ji(x, E)| <eo,
(1.2) i) sup |VeveJix §)| <o,
i) max, sup 10202V, ), £)| <7
and
(1.3) sup 17488 (x, £)|<co  for |a+B| 23,

where J,$8 (x, £)=0¢DE J,(x, £). For simplicity we also write this as ¢,(x, £)€
Pl (1, 05 h).

2° For ¢,(x, )P (t, o; h) we define a semi-norm | J,|; ,, for integers
I, m=0 by
(14) |Juliw= _ max sup | T8 (=, €)1 -

IS|e+BlSI+™ b=,

REMARK. In section 4 we shall also use the class {P, (7, /; &)} gcici (07
<1, =0, 1, 2, ..-) defined in Kitada and Kumano-go [6]. Here for the sake of
the later convenience, we state its definition. {p4(%, &)} o<1 € {Po 5(7, 5 B)} o<
or ¢u(x, &) P, 5(7, I; k) means that J, and J, defined by (1.1) satisfy

IJali = sup {11 (x, &) | [<x; £ 181}

ﬂls 1k,



CaLcuLus OF FOURIER INTEGRAL OPERATORS 867

(@ <
A AV CICIEYy

and
sup | ( £)| <oo for la+B|23.

We next define the symbol classes which are the same as those introduced
in [6].

DeFINITION 1.2. 1° LetmeR'and0<8=<p<1. Afamily {p,(x,&,x")} o<s<1

of C=-functions p,(x, &,x") is said to belong to the class {Bj s(h)} o<i<1 if {Pa}o<s<a
satisfies

(1.5) 12§ = | {Bikocsaar I

= max sup k- PRIRAIBE | p ) (x, &, &) | <oo
1B+a+p/ |21 k%,

for any integer /=0, where p,{3’s,,=D80fD%p,(x, £, x'). We write this also as
pu(x, &, x")E B y(h).

2° FormeR!, r=0 and 0<8=<p=1, we say that a family {p,(x,&,x")} o<s<1
of C~-functions belongs to the class {BIy(h)}oci<y if <H73x; BPE; B™%">7"
bi(x, &, x") belongs to By (k).

REMARK. 1° Bp(h)=Bry(h).

2° When p,(x, &, x')=p,(x, &) (independent of x') [resp. p,(x, &, x")=
pu(E, x') (independent of x)], p,(x, &, )= B2y (h) is equivalent to <h™%; hPED™"
Pu(x, E)E B (k) [resp. <KE; h%x">"p(E,x")E By s(h)]. Such symbols are called
single symbols.

Proposition 1.3. Let p; ,(x, £, x')E B, i(k) (j=0,1,2, -+) such that my<m,
S Smi<-—oo and let X be a C~-function on [0, oo] such that 0<X(0)<1 on
[0, o0) and X(0)=1 (for 0<6=<1/2), =0 (for 6=1). Then there exists a de-
creasing sequence {€;} ;.o tending to zero as j— oo such that

(16) Pales & &) = ZYX(ETBP1 ol &, )
converges in B,4(h) and
2u(x, £, #)—33 prals, £, ) BLE ()
for any N=1. Furthermore such p, B,%(h) is unique modulo B=(h) E,,.QRxB'?-‘(h)
(tndependent of p, 8).
For the proof see Theorem 1.3 of [6].

Proposition 1.4. Let ¢,(x, £)EPN(r, o3 h) and p,(x, E, x")EB}Y (k) for
0=7<1,0<0<0,058<p=<1, mER and r=0. Then for any f €5 and XE
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B with X(0)=1, the integrals

Py [ 1) = [ [eonedr 0,0, £ o) flw V(e ) aE
(1.7)

Poolf1(9) = [[ert-onop,(x, £, o) flx )X (eE)d

have the limits P,[f](x) and P,[f](x) for & | O, which are independent of X. More-
over P, and P, define continuous linear mappings from & into < for each he (0, 1).
We write those limits as

PiIf1() = 0,— [[ereseo-20p,(x, &, w)flw ) d
(1.8)
{E[f] (1) = 0,— {[exert-outnp (x, &, ) ')t
Proof. Putting (%, &, 2" )=x-E—p,(x’, E)=(x—x")-E—]\(x', E), we see

from (1.1)~(1.2) that <V, {r,>=C,KE> for some constant C,>0. Thus L=
Vs YD {(1—1V,, Y, » V) is well-defined and we have for any /=0

(19 Pudf1@ = [[enCLypm, & «)f)eraag,

where ‘L is the transposed operator of L. Then taking />n+-r, noting f€ 4
and letting & | 0, we have

(1.10) LA @ = [[encLyios, & »)fear de,
which is independent of X. Therefore we get
*"DYP,[f]) ()
= 3 [[etpe oo o8 (LYIDEp, £, 2 ' dE

We see from (1.2)—(1.3) that this is uniformly bounded in x&R" for each fixed
he(0, 1), if 1 is taken sufficiently large.

For P,[f], putting @,(x, &,x")=,(x,E)—x < E=(x—x") - E+ ] (%, E), we have

Vep,=—E. So letting L=<V @,> ' (1—iV p,*V,) we have (1.10) for P,[f]
and

|« DYPLLSD ()]
< Cf[<ws e 53 |DE(LYIDY pil, & )f(x) ' dE

<@,8’<B

which shows P,[f]e 4 if [ is taken sufficiently large. The continuity of P, and
P, in 4 is clear by the above discussions. []

DeriniTION 1.5.  1° For py(x,&,2") By (k) (0<8<p=1, me R}, r=0) we
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define a family of pseudo-differential operators P,=p,(X,D,,X") by
(1.11) P f(x) = OS—SSe‘("”")'Sp,,(x, E, ) f(x")dn' dE

for f& 44, and write this as {P}} j<4<; € {Biry (h)} o<n<1 0r simply as P, B2y (h).

2° For ¢,(x,E)ePlH(r,0;h) (0=7<1, 050 <o) and p,(x, &, 2" ) By (),
we define a family of Fourier, and conjugate Fourier, integral operators P,(¢;)
:Ph(¢h; X: Dz)X’) and Ph(d)z():ph(qsik; Xs Dx) X,) by

Pi(g)f(x) = 0, | [ereso-0p,(x, £, 3 s )aw
(1.12)

Py(¢i)f(x)= OS—SSe'W-%(x p,(x, E, ') f(x")dx' dE

for fed. We write this as {P,(ps)} o<1 € {Biry (1)} o<hcr and {Py(pi)} o<t €
{B5 (%)} o<ner, or simply as Py(¢,) € Bry (¢4) and Py(¢¥) € BLy (9F).-

ReMARK. 1° If we define g,(x,&,x")=p,(x",E,x) for p,(x,& x")EByy (h),
then we have ¢,(x,&,x')EB"y (k) and (P, f,2).2=(f, 0,¢)2 for f, g€ S.

2° For single symbols p,(x, ) and g,(&,x") € B2 (), we have from Proposi-
tion 1.4 that

{Phwh)f(x) = [enenp,(x, BfENE,
(1.13)

N o,
Ou(¢i)f(E)= Se""”""‘ Ogi(E, x")f(x")dx’
for fe and ¢, P (7,0;h).

Theorem 1.6. Let r=0, and denote by 7 the minimum integer not less than
r. Let p,(E,x" By (k) and ¢,(x,E)EP(t,0;h) (0=7<1,0=50< 0, 08
p=1) and assume that

(1.14) PR, =) SBag 1W-drmie ()
for la+BI <7 Let Qu(pt)=aq($¥;Ds X')EBIN(SE).  Set
W(E %', €, ) = pu(E, ¥+ Ve Ju(E, ", N ),
{w,.(s, &) = | Ve, £ +oE—E a0,
and define 7,(£,x") by
(115) 76 ) = O [, 'y, B, Yy

Then we have r,(§,x”")EBri™" (k) and R, (¢F)=r1,(¢¥; D,, X")=P,0,(¢¥). More
precisely we have for N =7



870 H. Kitapa

(g a)—3 & 1? 0% {ra(E, Tl ', E)G(E ¥ ) et

(1.16) 1""':”
B va‘lv"zv( cyl) S (1—0)"t, (&, &”'; 0)dO S Bps™+C~DN(h)
where
ty (&, 75 0)

1.17 )
( ) - OS—SSe"U-ﬂay, {Ph(v)(g’ 0y+vﬁ¢h(£7 'x/,’ ‘f’))Qh(Ela x”)} IE'=E—ndyd77 ’

el ', €)= [ Vel”, E'4-0(E—E)d6 .
If, in particular q,(&,x")=1, we have for N=7|2

(6 )~ 33 D00 (pucal®, Feul6, ', €D

lel<N~

(1.16)’
— 8 33 EV gy, ¢, 5 O)d0 < By =303 ),
1¥l=5 v!
where
t‘Y,h(E, x; 9)

(1.17)’ iy _ Ve
= Os_‘sse 705 {paen(&, 0y+Viedpu(E, 27, £} ier—g-ndydn .
Proof is similar to that of Theorem 3.7 and Proposition 5.6 of [6].

Theorem 1.7. Let ¢,(x, &) PE(r,0;k) and pu(E,x') S Bl y(h) with 0=t
<1,0=50<00,0=8=<p=1 and meR'. Then for P,(¢¥)=pi(¢¥;D,,X")E

B} (pF) we have

IPu( i) 22022
< Ch"|p4| 5’ (14 max sup |02 DBV, Ji(x, £)|)+0iz

1|0 +BISH +1 b,

(1.18)

where M=2([n/2]+[5n/4]+2); ], is defined by (1.1); and C is a positive constant
independent of h& (0, 1), {ps}o<s<i and {3} o<i<a-

Proof. For fE.«S we have from (1.13)
PG = [eone 0,6, ) )i

Thus we have

IPu(F)f Iz = (Kufs 2

where



CaLcuLus oF FOURIER INTEGRAL OPERATORS 871

Ky f(x) = 0, [[eenco-a000p,(&, y)p,E Df )yt

. P 1
Noting that ¢(x,£)—¢u(y, &) =(*—)* Vipu(x, §,y)=(x—y)- Son¢u(y+ 0(x—y),
£)d0 and that the mapping £—7=V,¢,(x, £,y) has the inverse C~-diffeomorphism

nHvz(l);l(x’ ﬂ)y)y since Ieivz(ﬁh(x’ ‘f)y)_l | = I 6Ev:r]h(h_'sx) hpE)h_By) | =so<l1
by (1.2)-iii), we make a change of variable: =V ,¢$,(x,£,y). Then we obtain

th(x) = 05__SSeiﬂ'(x—y)Ph(v’#,;l—l(x’ 7 y)! y) X

xph(\77,¢;1(x, 7Y); X)

D(Y. i)
) wny) lf(y)dydn :

Putting
rh(xr 77$ y) == h—zmﬁh(vx{f);l(f’ hD—8~’ j’)) y) X
X B8 &, 7, 9), %) ‘ D(V.$:) (z, -2, 5’)\ ,
D(=)

where p,(€,x)=p,(h™°E,h®x), and making again a change of variables x=h%%,
n=h"%j, y=h®y, we obtain

K, f(h'%) = k" OS—SSe"*?-% r4(%, 7, 3)f(h*3)dyd7 .
Thus by the Calderon-Vaillancourt theorem ([1]) we have

|| K f(R°X)|| L(RE)
< Ch™ max sup |9505057,(%, %, ¥) ||| f(A*9)|| Lo(RY)

|Bra+p/|SM 79,7

for some constant C >0 independent of 2 (0, 1). From p—8=0 and the de-
finition of 7, we get

| 680505 7,(%, 7, 3)
<C(14+ max sup |0¢DAV, ] (%, E)|)H(| pslSi)?

25| +BISM +1 hy¥, ¢

for |B+a+B'| <M, where C is independent of A=(0, 1). Thus we have
(1.18). O

2. Multi-products of conjugate Fourier integral operators

Now we turn to the study of the multi-products of conjugate Fourier. in-
tegral operators. We first introduce the following condition () for (v+1)-tuple
(1.1 **» Pvsrs) (1, integer) of phase functions ¢; ,&PLi(7;,0;5k) (j=1, -+,
v+1):

(#) For each fixed h&(0, 1), there exists a unique C= solution {Xi,,
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B} j=1(x, E) of the equation

X\IO - { Xl{_l)’_"l{ ’
2.1) { = Vb (X%, Bi )

_ ] ’ G=1,-v)
Eip = Vb1 n(Xis EiB T

where X3 ,=x and E}}'=E.

DerFiniTION 2.1.  For (v+1)-tuple (¢; 4, ***» Pv+1,4) of phase functions ¢; , &
Pi(r;,0;; h) satisfying (§), we define its #-(v-+1) product @,,; =, B+ Hdrs1s
by

cI:'v+1,h('7‘7, &)

2.2 v ) . ; )
( ) - JE=1 (¢i,h(X1J',_hl’ E\Jf.h)—X\{,h'Ei,h)"i‘(ﬁwl,h(xx,h’ E) 4

where X3 ,=x and {X{,, B} }-1(x, &) is the assumed solution of (2.1).

RemaArRk. 1° The condition (§) is satisfied by the phase functions defined
as the solution of some Hamilton-Jacobi equations (see Proposition 4.3 of sec-
tion 4).

2° Let {Xi,, Bi}ioi(x, &)= {h3Xi,, kPE] 4} Vaa(hPx, h°E). Then {Xi,,
B i} j=1(x, £) is the solution of (2.1) with ¢; 4(x, £) replaced by &; 4(x,£)=h""2¢,; ,
(W%, k~*E). Thus ¢, ,€P53(7;,0;3h) (j=1,2, ) satisfy the condition (§) and
we can define #-(v+1) product &,,, =&, i#---#Pv11s by (2.2) with ¢, , and
{Xi,, Ei}}-1 replaced by &, , and {Xi,, Bi;}}-.. In this case we have the
relation &, ; ,(x,E)=h""®,,, ,(h’x, h~°E).

We next prepare a technical key lemma.

Lemma 2.2. Let &%, &/, &, w/, v/&R" and let v}, 5;, §; and t; be nXn real
matrices for j=1, 2, --- such that

(2.3) Iril=o, 141, Is;], 151 =7;

for some 0<o<<co and 0<7,<<co (j=1, 2, ). Then we have for any integer
v=>1

|t —([+§)x"—r & —ul|
3 (-8 | 4 B (s, )=t — o}
B (T 5Bty — |

2 (1—20%,—Ty0) 3 [E—E% | — (20, 17y 0) £
+(1—27,,) };‘; Ix;ix"‘l*r,-’é" | =27, 4|20
— (1w o),

(24)
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provided that ;= 33 kr, and 7y = S\ 7, satisfy 0=2(c,,,+70)<1. The
k=1 k=1

inequality (2.4) also holds for n X n real matrices x°, x’, £/, u/, and v’.

Proof. We first observe that the left hand side of (2.4) is bounded from
below by E4 X+ U, where

+

<
I

|&~ ‘—E’I—ET,IE s

a7 — i1 —7 ;7| —221 il =y |2
=

I
»

j

B =
(2.5) X=

Me

[}
-

j

U= —j;‘.(lujIJrlvj*‘I)-
Put 7, ;=7,+:++7;. Then X is estimated as
X = 3 (1= (rut 2 ) |61 =0 1 ]
+ E (Tvr1 27y ji) [ — a7 =78 | —22 TE B e
2 (127 3 |6 3 (27 1) ]
= 2} (rvart 2 ) (197 01 E])
—2 3wy ]
2 (127, 3} |6/ =/ =1 7| =20 33 Ty g || — 2|6

Thus we have
(2.6) X+E=zA+B,
where

A= (1—27,) D) [wi—ai-1—r 7| —2m, |4,
(2.7) =

v+1 +1

EMMERIEDY TjIE’l—Zon:JITv+1,j+1IE"I .

<.
)

j+1

Here noting >3 7y, ;=74 for 1=<j=<v», we have
=1 .

|&7 =& — Zv: (207ys1, i1t T) 8 | =T | 7]
(12 2 Tyt 7)) | —E]
+ 3 2o Bt ) (81— 187))

v
.M<

<.
[}
-

B

\%
.tﬂ<

L}
-

J
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= 2} om0
2 31 (1= Qo) [E— /7 —(@omitmun) [E79]
Combining this with (2.5)-(2.7) proves the lemma. []
Proposition 2.3. Let ¢;, =P (7;,0;3h) (j=1,2,-) satisfy the condition

(#) for any integer v=1. Let {r;} 7.1 and {o;} .. satisfy

(2.8) {Oé"" =7

0=2(0(TeutTu) =7
for some 0<o,<co and 0=7,<1, where 7..—= i 7, and F..= 3\ kr,. Let {Xi,,
k=1 k=1

B} aa(o, E)= {h™2 X 5, BT 4} 3o s (%, h°E), where {X{4, B4} }-1 is the assumed
solution of (2.1). Then the following estimates hold.

i) For any v=1 there exists a constant C,>0 such that for j=1,--+,v, h&
(0,1) and (x,E)sR*

| X=X =CKE,

|, —Ei% | <G, .

(2.9)

it) For any v=1, 1<k=<v, hc(0,1) and (x,&) = R*, one has

i 3 Xi Fi-1y| <_ To P .
1) ,Z; [ VAXE— V'h)lzl——’r (1+4a4), |V, v,h—‘Il_S_l_T (143,
(2.10) ' :
i) 3V B S T, (VAL S,
1= I—To 1_7_0
and
> —
D B IV RS v RS
& te
(2.11) . 0
i) 2 IV B ST, IVEL TS
-, —

where 6‘k:0'1+"'+0'k-
iii) For any a, B satisfying |a+B| =1, one has

| 0308 XS 1—w, Bds—E)|
2.12 1 &y 2|8+B|-1/v+1 |8+ -1
12 = Ca,p(1+6) 2 |]j,hla,|u+rz|-1) )
T j=1

0

where the constant C, g is independent of v=j=1, he(0,1), (x,E)ER™, {0} -1,
{T]}]=17 O<0'osl and OSTO<1

Proof. i) Since {Xi,, £} -, is the solution of (2.1) with ¢, , replaced by
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&;.»» We have
XX = Vel (X3 Ei),
E’uv ~]+ =V _7,+1 k(Xv hy f:n’l ) ’
where X ,=x and E}3'=£. From this and (1. 2) we have (2.9).
ii) Differentiating (2.13) we have for j=1, -
VxX\{,h = (I+§xvfjj,h(X\{.-;l’ é\{‘h))°va\{7tl
+VeVe]; Wl Xizh, Bly)-V.ELs,

(2.13) { G=1, -, v)

(2.14) N o o~
IV,'-\: b= (I+(V5Vx]j+1,h(X5 hy E\Jﬁhl)) Vs"—"ﬂjfﬂ
‘f“—?,vx]jﬂ,h(xv w B350V, X,
and
VeXin = (I+V.Ve], (Xis' Bl))- Ve XI5
(2.15) ( —f-eng], WX, Bl VeBin,

(Veé = 4V i Ko BN VBRI

+vax.7j+l h(Xi! ks '—W.h ) V;-Xi ho.
Wt:tlng yj:VxX\{.h’ ﬂi—vz'—'v h and puttlng g —V V‘.’]J ky J—H_‘VEV ]]+1 ky ]+1
=V,V.Ji+1h and r,=VV ], ,, we can rewrite (2.14) as
1y" = I+ +rm’,
= (I+s)n’ a7,
where y°=1 and »"*'=0. Since 3;, s;, ¢; and 7, satisfy |§;|, |s;[, [£;]| <7, and
|7;| £o;= 0, we can apply Lemma 2.2 and we have

(216) (] =1, -, 11)

217) 02— B (|17 =0’ [+ |y =y " =7 [)=mol 7 =70l 5°]

hence

(2.18) E(In — T 4 |y [) S T

T 1l—m,

Thus we obtain (2.10)-ii). So using (2.18) again we obtain for k=1, -+, v,

k . . k . . . .
DNy =y =21y =y —rimi | +0o;l7])

j=1 j=1

(2.19) < T +Zk}<r,~2u‘._ln‘—n’“|

which proves (2.10).
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We next prove (2.11). Under obvious notations, (2.15) is rewritten as
(2.16) with »°=0 and %**'=I1. Applying Lemma 2.2 we obtain (2.17) hence
(2.18), from which we get (2.11)-ii). So using (2.18) again we have for k=1, ---,»

k
2 y'= _1_ a,(znn —7+ [ *])
'7'o+5‘k < 1+0k

T 1—7, 1—70

(2.20)

which proves (2.11).
iit) For any multi-indices o, 8 with |a+@B| =1, differentiating (2.15) we
have for j=1,.+-,»

0208V X ) = (I+V, V], 4) - 0208V X33}
+6EVE.7j,h'agangé{ U

0808V 5 = (I+ VeV, ],-H_h)-agagvgan,l
+V.V. Jia1, 0008V X -V

where U,- and V; are the polynomial of 6}8,8,_7,-,,,(3§ ly+8|=|a+B|+2) and
8"'65'X{ , 0Y 0¥ E] h(l =|v’ —l—8'| < |a—|—,8|) of order |a+B|+2; especially the
orders of G,X',, 3, 0:. Xi7, 0,5¢ , and 6,5 , are at most |a@+ /3|1 and the order
of 0303 ]; , is at most 1.  Moreover the sum of |y+8| of 8763Xi5' and 0}8= ,
(1= |v+8]|=|a+B]) in every term of U; and V; does not exceed |a+S|-+1.
Similar results hold for the differentials of (2.14). Thus using Lemma 2.2 and
i) we obtain by induction

(2.21)

10308V e XSl |0808VeEial, 0702V, ], |0208V, il
2.22 15481 (1 g, Ao HAI
R =

1—7,

Proposition 2.4. Let ¢; =Pl (7;,0;;h) (j=1,2,-+) satisfy the condition
(4) for any integer v=1. Let {r;} 7., and {o;} 71 satisfy
0<c;<a,,
(2.23) { =7i=%
020 gTutTu) <7,
for some 0<oy<co and 0=7,<1/4. Let ®,,,,=¢; ;" Bpvs1 be defined by
(2.2). Then ®,.,, satisfies the following properties:

1) We have
(224) Pyis EPEIGm 2 (14+-00,0)3 )
for any v=1.

ii) We have for any v=1
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(2.25) {qu’vu,h(x, E) = V.p1u(®, BEis),
Vk¢'v+l,h(x} E) - Vg(ﬁuﬂ,h(X{,’.h, E)

and

(2.26) [AdTus (%, E) = V. Tl B i)+ Ebu—E,

(Vedvirn(x, &) = Vevir l(Xvm )+ X0 0—x,
where Jv+l,h(x, E)E¢v+l,h(x) &)—ax-E.

Proof. Since the properties except (2.24) can be proved without using (2.24)
in quite the same way as in the proof of Theorem 2.7 of [6], we only prove (2.24).
Since

(2.27) {ij‘v+l.h(x’ E) = V,]l.,,(x, é,’,h)—{—ééh__g ,

Vedvai(®, E) = VeJora (X, O+ Xi—x,
we easily see from (2.9) that

(2.28) Sup {|Vedurn (s €) | KE>+ I Vadusa(®, ) [} <oo .
From (2.27) we have

vazjv+l,h(x) g) == Vsz]l,h(x) éill,h)
+(VeV Juu(®, Eda)+H1) -V, B4,

(2‘29) VEVajV+l,h(x’ E) = (vaz]l,h(x’ é%,h)“’I)‘Vgé‘z,h—I )
ViVedyirw(® E) = (V. Ve v w(X s, ) 1) Ve X3
+V5Vefv+1,h(X3,h, E) .

Thus from (2.10) and (2.11) we get

|V.V. Jv+1 h(x §)|<7'1‘|"(7'1‘|"1) <370’

__1-0

[VeV, Jv+1 h(x §)|<("'1+1) To +71 37y,

(2:30) ~ 1
|VeVeduan i@ )| < (ruaat1) f"“urm

= it’ro(l‘i'av“) <_(1+0v+1)

Differentiating (2.29) further and using (2.10)~(2.12) we can easily see that
(1.3) holds for our Jy4, ;. Thus we have proved (2.24). [J

Before stating a theorem concerning the calculus of conjugate Fourier
integral operators we prepare a lemma.
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Lemma 2.5. Let ¢, ,€P(7;,0;;h)(j=1,2, ) satisfy the condition (§) for
any v2 1, and assume that 0< o ;< o(j=1,2, ) and 0=2(0,Te+ 7o) S 7, for some
0<g,<oo and 0=7,<1/4. Let v=1, and let {Xi,, Ei}}-i(x, &) and &,,,,
be defined as in 2° of the remark after Definition 2.1. Define @, by

¢h(yl’ "',J”" 771) "ty 77.“; X, E)
@31) = S E iR Oy Bt ')~ Xals, 6 (s, £)
+4’;v+l,h(X?;,h(x, E)+y“, E)_®v+l,h(xs ‘f)
with y°=0 and X ,=x. Then the following estimates hold:
i) Forany y',--,y", 7}, -, n"%,EER", s=R, he(0,1), and v=1
2v4+-h7% ]2=1 (IV,i@h |2+ | Vi | %)
. 2 v . . . . ;
03 2 U e 1y =y
2 v(1—rof I <™ = Db (= D

where r;=N Ve J; (Ein X7+, Biut).
ii) For any y*,--,y", %%, -+, ", %, EER", he(0,1), and for any multi-indices
a,B,at, B -+, a’, B and any integer j with 1< j<v, we have

| 07080%1051 -+ 950V i, |

1 _i_ay)(?l“"*'ﬂl -1vo

é Cd,ﬁ,¢j+l,ﬂj(1 X

—Ty

(2.33)
v+1
X (1‘*‘,'_21 I]k,h 13’(l“+51—1)v0)l“+f31 v
X (1 + l]j+1,h |2,1d+ﬂ+ui+1+pj[)<yj; 77]; 771'+1>

and

182020205 -+ 005V, i |

<cC (1+av>(l¢+ﬁl—1)vox

(2.34) a,p,00,p/7 11—

X (1+,,2=1 | Jenl s aspi-nvo) P X

X (1 —+ | Jj,h |2,|¢+w+wj+ai"‘|)<yj—l; yj; 77j> ,
where a\/ b=max (a, b) for a, beR*; y'=%""1=0; and «"*'=R"=0.

iii) For any y', -+, 9", 9", +++, 7", %, EER", h&(0,1) and any multi-indices o, B

with |a+B| =1, we have

o202
2|08+ -1 v+1
(2:35) < Caa(TE2) AL B 1 Jaalssensr) ™

To
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x Y19+ 17 D}
Proof. i) We can rewrite (2.31) using (2.2) as
‘75;;(}’1 ""yv) 771’ ) 77\‘; X, ‘E)
= 1231 {(‘I’j,h(X\j;;zl""yj_l; é{,h_’"ﬂj)—"ﬁj,h(X\{;xly é%h))
—((Xia+y7) (Bl at0)— Xi o B i)}
+($v+1,h(mh+yv; E)_$v+1,h(X\1:.h, E)) .

From this we have for j=1,.--,»

(2.36)

VJ’J)II == _77]+(I+ %ﬁvxjj+l,h(é{jll’ X{.h_l_yj’ —::\];jll_{_nj-‘-l)).’?ﬁ—l
(2.37) +vxvx]j+l,h(X1{,h’ é{,ﬂ;zl, X{,h+y’)-yf ,
Voi®y= —y +I+V Ve J; ( Xi7, Bl s, Xizt+yimY) -y
+ VeV T (B X3+ Bl o
where y*=7""1=0, X0,=x and E5'=F. Putting s;=V,V,J; 1 5=V,VeJ; s
tj=€7xVx.7j,h, and ’jzéevfjj,h, we have
V,iPy = —77j+(1+sj+1)’7j+1+tj+1yj ’

7Y (e, = =0
VaiPh = =y +(I+3,)y " +rim’ U ny )

(2.38) {
and
(2.39) [s;il, 181, 18] =75, 7| <o, .
Then applying Lemma 2.2 we have

B2o+h (Y 4 4 | Vi )]
@40) 2 2@+ (KV 8l + 1BV, ]
204+ 3Y 1BV 34|+ BV i )}

v

\%

{
{(1=7) B @I || B yi—yi =)}
(1= ) T (= )OI (i —r ),
which proves (2.32).
il) is easily seen from (2.37) and Proposition 2.3-iii).

iii) Using Taylor’s expansion formula of order two we see from (2.36) and
(2.1) that

v

¢h(yl> ) y”, 771’ ) 77‘“; X, E)
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@241 2T Rl B, Kbyl y
+v£¢1 h(’-'-"’v h’ 1+_’}” l, év h+77])77 ’7
+V Vf¢! h(X$ L) ‘=V Jhy XV.h +y’ l)yj t. ""yj°77j} ’
where ¥ =E, X ,=x, °=0, and
. 1 -
|21 £,3) = [ (1—OF.9. S+ 00—, £dd

(2.42)
9316, 5, 7) = [ (1—0)Fevess E-+0(r— a0

for any C*-function f(x,&). If we use J; , we get another expression of @,:

¢h(y y *°° :yv; /T 7].“) X, E)
- 2 {VZ.Z+1 h(XV hy :Ill*;t ) j yj)yi'yi
(2.43) +V;.7, B X3 97 Blatn) 7
+VxVE]j,h(Xv,h s B X3y )y
+0 =y 7'} .
From this and Proposition 2.3-iii) we obtain for |a+B8|=1
| 05054 |
v+1 1 2|@+B| -1
= Co S 1 ialsswn-) (22 x
Jj=1 1—‘T

0

(2.44) ><(1+§ | Jonlaiarpr-0)" " 37 124 197 124 1977 |7 ])
_\2@+Bl-1 v+
= C«,ﬂ(i_{_ov) (1+,,2=1 | Junl 3 10481-1)' P X

X (1Y 1+ 1719,

0

which proves iii). []
Now we can state and prove the main result of this section.

Theorem 2.6. Let ¢;, =P )(7j,0;3h) (j=1,2,--) satisfy the condition (§)
for any v=1, and assume that 0<o;<0o, (j=1,2,-+) and 0=X2(0)Tw"tTu) =<7, for
some 0<c,<co and 0<7y<1/4. Let v=1 and put ®,,, ,=¢, B+ -Hbysr, Let
i€ x)EB (k) for j=1,---,v+1. Then there exists a symbol r,,, ,(£,x")E
B”‘"“(h) (i py=my+ -+ +m,,) such that

(2-4'5) Pv+1,h(¢w1f§)"'Pl,h(‘ﬁl."l‘z) = Rwl,h(q)wlj:)
and
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| Tyi1,h | (lmv”)

< CpeSmteis ﬁ (hvnt-414-1-Fm) - pvnrvrais
m=1 N
X (14a,)Pn+18i43(1 _To)-svn-161_4(1 _{_“Zi s |3,1)3I %
s=1

v+1
X (14 max | Jin |2, 2vnrar4)t "8 TE 11 |Pj,h|%s{231+1
1<jsv+1 i=1

(2.46)

for any integer 1=0, where P; (¢; ¥)=p;i($;F;DeX"); Ry sl(@rirF) =7vi1
(Py41,53D,, X"); and ¢y >1 is a constant.

Proof. We can write formally for fe 4

Pv+1,h(¢'V+1,f) o Py (s, ) f(x)
= 0. - S Sei(xv+l.£v+l—@V*'1,h(xo’€v+1))rv+l,h(gv+1’ x()) X

X f(x")dx0dE+
where
rv+1,h(§v+ly xo)
~2p |
= 0,—{ [ exp = 3 (1.7, )=o)
F Pra i@, ET) = Dy (&0, EH)] X
va+l,h(§v+1) x) "'Pl,h(fly x°)dx1 dx"dfl dg" .
So we get (2.45) by limit process as in the proof of Proposition 1.4 if we show

that 7,,, ,(8"*, &%) is well-defined as an oscillatory integral and satisfies (2.46).
Set

Poar w7, 20 =7y40 4 (BPE, BO&°)
~2p-
—2vp0, h™% Y, - i1 e .
247y =h OS—S-'-S exp —— 23 ($y(x" 7, &) —o+ )
+q§v+1,h(xv, Ewl)_&)va,h(xo, EVH)] X

X Buar (8", &%) o By w(E', &%)t --- dx¥dE' -+ dE”
Where QEj,h(x, E):hp_a(bj,h(hsx’h_‘)g)v &)v+l,h(xy E):hp_s(bv+1,h (hb‘x’h—pg)’ ﬁi',h(g1 x)
=pj’h(h'°§,h8x)EBf,'f{,'_(h), and o=(p—38)/2. So since |7, 4|+ (in BT (k)
= |#y41,4| @v+d) (in BJy*Y(R)), we have to prove 7,y ,(E,x)EBit* (k) and to
estimate |7y, ,|(@v+1) in BYS*I(h).

In (2.47) making a change of variables:

{xi = X (", By  =h70 X (R, R8N +y7,
E = B, &) 0/ SHEL (R, B o

for j=1,--,», we get
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?v+1,h(§7 x)

~2v9
(2.48) — B ZVno‘O S S —ih— 2o-¢h(y yv,nl,. nv;x.E)X

XL 4;4(8, w5 o,y 0y - dy e i
where @, is defined by (2.31) in Lemma 2.5 and

g; (& x5 77, 577

2.49 I e .
(249) = Pj,h(Ei,h(x, E)+f, X' (x, )+
for ]:1) "',D+1 with y° y :1\:*},1 E and Xv r=X. Now setting
(2.50) {Ph — 2’2 (1V,i@4 "+ [ Vi@,
L,=T3! {2D—l 2 (Vyl¢;, yi V3PV :)} ,

we can write

Pyir,n(&, %)
F'zvh‘ ~ v+1
e it 1 R U AL OB
X dyl ces dy"dnl ves dn"

(2.51)

for 1=0 at least formally, where ‘L, is the transposed operator of L,. We shall
show that the right hand side of (2.51) converges absolutely for /=2vn.
Noting

1 &
L, = "’fh—gl (Vyj¢h.vyi+vnj¢h.vﬂj)
52
(2:32) 1 RO
+P—2— {21+ ]Z_}l (V,i®y oV T4+ Vi@ Vi Th)}

A =

and
VyjI‘h = 2h_26 {Vyj¢h'vxvx.ij+l,h+vnj+l¢h°(I+vxvfj;+l,h)

(2 53) —an¢h+[Vyi¢h'Vy"vxvx]j+1,h+vn’.”¢h'Vyjﬁ’v&zf“vh]yj} ’

Vaily = 207 {V ji-1p),- (I ngxjj+1,h)+vni¢h . v£v£]j,h
— Vi PtV ,i-1Py s Vi VeV T 4t Vai®y Vi VeV I 10}

and using (2.37) we see by induction that (*L,)" has the form

(2.54) (L) = 15,33, ("0, 1) %

lplgl

where (y,n)=(",+,3%7"+*,%") and a{); is a polynomial of 8%, Vi, 5),7, A
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(lel =l—1pl, 1Sj<v+1) of order 3I, Vi pJ;, denoting one of the terms
Ve (Xt Bl Xzt +y77), ete. in (2.37), and satisfies

| 958%ati . |

1 . 2|®+8|
(2.55) = Cmﬁc’(f:t&_) (4 max [ ]l mimem)” X

—T 1gjsv+1
H @+8]-1)V0
><(1‘|"E1 l]s,hl3,<lw+ﬁ|-1)vo)(l v

for some constant ¢<<1, where we have used Proposition 2.3-ii1). Thus taking
I>2vn, and using (2.32) and the inequalities

. v v
[77] é,,g,- [t =" = .2—1 7t —n*",
. J j i
(2.56) =2 == |y =" —rint |+ 23 o512t
v
= (I4a) 2 (1Y =" = | 4 In"=""1)

where y'=7»""'=0 and r,=VV:J; (B4 Xoi' 4941, BE 4+ 4"), we see that the
integral (2.51) is well-defined.
Thus we have again formally for any «a, 8

05087y 11,48, %)
~2p—

(2.57) = h‘z"”"u1§=ws,_.Saglafl(e‘i"—“@)X

pl+p%=p
v+1 L
X OFOF[(La) (L1 47,48, %5 7', y )y - dydy - iy
=
From Lemma 2.5-iii) we get for |a!+8'| =1

|0F0% (e 7%

lwl+B2| 5. \2k;—1
=51 N RN )

=1 h1+-«-+h1=|a«‘+p1|j=1 1——7'0
lkjl21
(2:58) X (142 1 oalsn-0 B B (1" 1+ "))}

_ \2|el+gl|-1 v+1
= Ca‘,pl(i—l_ov) (1'1‘2;: l]s,h|3,|w‘+ﬂll-1))|wl+ﬂll X

0

(LR ST (15 4 | e
Using (2.56) and i) and ii) of Lemma 2.5 we have for |a+8| =1

., 1
E; a'z(ﬁ-,) l
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@+Bl m v
< 'SV 20214 1) - (24m—1)TFH 3N
m=1 +otm =0+ Bl i=1 7=
ki>1

@) Ko, UGB 10T
+ 18, VaiPs| |06,V Pi |}
— \4l@+B]
< Cag2l(214-1) -+ (24 |a+8| —1)u3|~+m<1_+1v> X |

1—m,

X(I’I'E | Jonlsiaes) “ (14 max | J; ], Ia+p|)2|a+8' 1

1SjSV+1 I"“ ’
On the other hand, from Proposition 2.3-iii) we get
|820305103i-1q; 4(, x5 7', ¥ )|

v+1

2.60 g, )27+l "
( ) = Cvﬁ(i__'_%v) (I+ E [ Js.nls, 1) TR pj, h|17+8+a+bl .

— o
Then using (2.54), (2.55), (2.59) and (2.60) we obtain
105°02° (L)' (IL g;.4(8, 3 o', 5|
< Co2 g2 v¥2U(214-1) - (214 | @457 | — 1) **+F? X

14a, )81+ 1+2|@2+p2
X(TEZ)T (U, e 1l eiatag) 71 ¢
—Ty 1Sjsv+

(1"‘2 Ijs hls lw?+p 1)3lm2+32‘|h(—1€n)|_ hifiv+1 ¢
h

(2.61)

X ,]::I; Ipi,h l mzipzlu'
Thus from (2.58) and (2.61) we have
lagag?vﬂ,h(‘f, x)|

< C¢’56121(21+1) (21+ Ia+18| _1)y31+3|¢+p|(ﬂ>8la+ﬁl v

1—m,

(2.62) X(H‘Z [ Jonls, |a+m)3'a+a'(1+1§l§§ l| Jinlziriasp) 17 PIX

xkmn 1T | p;, a1 0 O Ve v
X AR BT (19° |+ | DY 42 (3, ) | "y dn
Since (2.56) shows
B 2 (15 1+ 1 DY (g, m) |
< (L B |+ | Dy



CaLcuLus OoF FOURIER INTEGRAL OPERATORS 885

< (140 [ 3] (17— |y =y i e

we see from (2.32) that the integrand of the right hand side of (2.62) is bounded
by

Q61-+418+8] v41+4|“+ﬂ|(1 + 6y)31+zla+ﬂl(1 _ .,.0) —4ly

(2.63) y o o .
X7 T (< (=) by —y i ),
j=1

This is integrable in (y,#n) uniformly in A=(0,1) whenever [>2vn+4-2|a+B|,
which shows (2.57) is actually valid. Thus from (2.62) and (2.63) we have for
any />2yn+2|a+ B3| and some constant ¢, >1

Iagagfwﬂ,h(f; x) I
< Cw.ﬂco3l+21m+8|21(21+1) (ZH_ la+8|— 1)V7I+7Iﬁ+ﬂl %

X (101 ) 81 ST, 4 g1
s=1

_ v .
X (14 max | J; ulzimiaep)® 2B H v [T lpj,hISTf2+ﬂlX
1§j§‘¥+1 j=1

X[ | L (=" Cyimyiimr gy 02y ay

Taking /=2vn+2|a+B|+1 and noting that the integral is bounded by ¢j»®
for some constant ¢,>1 prove the theorem. []

(2.64)

3. Approximate fundamental solutions

We consider the Hamiltonian H(¢, x, £) of the form
(3.1 Ht, x, ) = % |E[24- (¢, %),

where the time-dependent potential V(¢, x) satisfies the following assumption

(A):

AssUMPTION (A)

i) For each teR!, V(t, x) is a real-valued C=-function of x&R".
ii) For any multi-index a, 87V(t, x) is continuous in (¢, x) €R' X R".
iii) There exists a constant £€>0 such that for any multi-index « with
|| #0

[958, x)| = Colt)™™",
where the constant C,>0 is independent of ¢, x.

This assumption is the same as in [5], where we have studied the scattering
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problem by V{(t, x). For the examples covered by this assumption, see [5, §1].
Let 0=<8=<p=1 and set

(3.2) H(t, x, &) = B°H(t, h~’x, I°E) .

We consider the Schrodinger equation

(3.3) {LhuE<Dt+Hh<t, X,D)u=0 onR,

Uiy =f(€4)  (%ER).
In this and the next sections we shall construct the fundamental solution of (3.3)
globally in time in the form of a product of a certain finite number of (conjugate)

Fourier integral operators, the number depending on s, but not on . Here by
the fundamental solution of (3.3) we mean an operator U,(t, s,) such that

{U,,(so, sy=1,

(3.4)
LUt s)=0 (t,5,SR).

It is easily seen from (3.1) that H(¢, X, D,) is symmetric in L*R"). Thus we
have by 1° of the remark after Definition 1.5
H,(t, X, D,)f(x) = H,(t, X', D,)f(x)

(3.5) _ OS_Sgei(x—,,/)-.sHh(t, x', E)f(x")dx' dE

for fed. So we consider the Cauchy problem

(3.3) {L;’,uE(D,—{—H,,(t, X ,D)u=0 on R!,
' Uiy =f€L)  (SERY

instead of (3.3). In the following, for the sake of simplicity we restrict ourselves
to considering only the case £=s,, since the other case can be dealt with similarly.

Let (q(¢, s; =, ), p(t, s; %, E)) be the solution of the Hamilton equation

U (1, ) = VeH(, ot 5), p(8, 9))
(3.6) &
% (t, $) = —V.H(, q(t, 5), p(t, )

on R! with the initial condition
(3.7) q(s, ) =x, p(s,s) =& (s€RY).

The equation (3.6)—(3.7) is equivalent to the integral equation
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gt 5) = x+§'p(7, 9,
(3.8) y

P, 5) = g—S:v,V(T, g(r, 8))dr .

Then we can easily prove the following proposition by successive approxima-
tion. Let $*~(R™) denote the Fréchet space of C=-functions f(y) on R™ such
that 85f(y) (|| k) are all bounded on R™ with semi-norms | f|,, (I=0, 1, 2,
-++) defined by

[ fles :.ag»:-l sup {185 f() | [<y>1*y
P> sup 105 /()| .

r<IGISk+1
We often write B*(R")=3"*(R"™). We also use the class C'(Q| B*~(R?)) for a
domain QC R? which consists of the functions f(w, ¥) on QX R™ such that for
each 0w €Q f(w, y) is in B*=(RY) and any derivative 95 f(w, y) is in C/(QXR™).
Then:

Proposition 3.1. There exists a unique solution of (3.8). The solution (q, p)
(2, 55 %, E) belongs to CYR} X RY| BV=(R:X R})). Furthermore there exist positive
constants T, and C, such that the following estimates hold:

i) Foranyt=s=>T,and x, EER"

(3.9) {Iq(s, t; x, §)—x|+1q(2, s; %, §)—x| = Cy(t—s) (OT°+E]),
' | p(s, t; %, E)—E|+1p(2, 55 %, E)—E| < CKH™5

(3.10) {'Vﬂ(" t; %, B)—I| < CL>™, |V.a(t, 53 %, E)—I | < Cylt—s)sd="
[V.p(s, 85 %, E) |+ | V(2 55 %, E)| < C s>

(3.11) { |Veq(s, 25 %, E)—(s— I | < Cyt—s)<s>7,
Vep(s, 25 % B)—T1 < Cit—9)<>7™

and

(3.12) {'V”(t’ $; % E)— (=) | = Cot—5)<s>7°,
|Vep(t, 55 %, E)—I| < Cls>~° .

In particular, when 0=<t—s=1 and s=T,, we have
|V.q(s, t; &, E)—I < Cy(t—s)sd=2"*,

(313) lV,P(t, §; X, E) I é Co(t__s)<s>—2_g ,
IVep(t, 55 &, £)—I | < Cy(t—s)<s>2~t .

ii) For any a, B with |a+B| =2, there is a constant C, g independent of
t=s(=T,) and x, £ such that
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(3.14) { |00%4(s, t; x, §)| = Ca g(t—s)' ">,
|0582p(s, 5 %, E)| < Cg p(t—s)"KsD>7%7%,

and

(3.15) {laga?q(t, $; %, )| = Ca p(t—5)<>7%,
|0§02p(t, 55 %, £)| < Cagl>7" .

Proof. (3.13) follows from (3.10)-(3.12) and the equalities obtained by
differentiating (3.8) with respect to x or £. For the proof of the other results, see
the proof of Proposition 2.1 of [5]. [

From this proposition, we can easily get the following important pro-
position.

Proposition 3.2. Take T >T, so large that CKT ) *<<1/2 for the constant
C, in Proposition 3.1. Then for t=>s=>T there exist the inverse C* diffeomorphisms
x5, 23 %, £) and E>n(t, s %, E) of the mappings yx—q(s, 1; y, £) and -
E=p(t, s; x, 1), respectively. These mappings y and n belong to C'(A,| B ~(R:X
R})), where Ar={(t, s)|t=s=T?}, and they satisfy the following properties:

1) {I(S, l‘;y(S, t; x, ‘E)’ g):x’ P(tss; X, ﬂ(t, §5 X%, E))z«f

11) {9(t> §5 X, ﬂ(t7s; Xy E))Zy(f, t; x, E)’

P(S: t; y(S, t; x, E)) g) = n(ti §5 X, E) .

iii) There is a constant C,>1 such that for any (t, s)€ A, and x, EER"
In(t, 5; %, £)—&| = C<>7°,
[ ¥(s, t5 %, E)—x| < Cy(t—s) K>+ 1E]);
(3 17) {va}’(-“, t; X, E)_—I' § C'1<s>_E ’

' |Vey(s, 25 %, ) — (=9I = (Ci—1) (t—s)Ks>7

and

(3.16) {

[Van(t, 55 %, )| < C<X>7°,
[IVent, 53 2 H)—I1 < CLs>.
If, in particular 0<t—s=<1, we have
IV,y(s, t; x, E)_"II = Cl(t—s)2<s>_2_! ’
(3.19) {1Vt s; %, )| = Cy(t—9)<s>7*F,
[ Ven(t, s; %, E)—I| < Cy(t—s)XKs>™20.

v) For any a, B with |a+B| =2, there is a constant C, g such that for any
(t, s)€A; and x, EER”
a0 {55 DISCuo,

|0§08y(s, t; %, E)| < Co p(t—s+1)<{s>7" .

(3.18)
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Proof. The proof except for (3.19) is similar to that of Proposition 2.2
of [5]. (3.19) follows from (3.13), (3.10) and (3.12) of Proposition 3.1 by virtue
of the relations ini). [

When |t—s]| is small, we have the following estimates for (g, p) and (y, 1)

(see [4, §3)).

Proposition 3.3. There exists a small constant 0<<8<1 such that the follow-
ing assertions hold:

i) We have
(3.21) (g p) (@ s; %, E)ECYBz | B =(R™)),
where By = {(t, 5)|¢, sER!, |t—s| <8}, and
(3.22)  “Al(g, p) (@, 55 %, E)—(, §)]/(t—9)} 1, 0e85 15 bounded in B"=(R*).”

it) For (t, s)E B3, there exist the inverse C* diffeomorphisms x— y(t, s; x, §)
and E—> (8, s; %, £) of the mappings yr—x=q(t, s; y, &) and n— E=p(t, s; x, 1),
respectively, and they satisfy

(3.23) (3, n) (@ 55 % §)ECY(B3 | B"~(R™)),

and

B.24) Al 0) @& 55 %, E)—(x, E)]/(t—9)} ¢, 0ep5 15 bounded in B-=(R*").”
DEeriniTION 3.4. For (¢, s)e 4, U B3, define

(3.25)  o(s, t; &, &) = u(s, £; (s, 85 %, £), £),

where

(326) u(s’ t;y, 77) = y'77+S:(E'VEH_H) (T’ q(T’ iy, 7))! P(T’ t;y, ﬂ))dT .

Proposition 3.5. Let (t, s)€Ay(or B;). Then ¢(s, t; x, ) defined above
satisfies

(3.27) {a*‘f’(" t; %, £)+H(s, %, Vap(s, t; %, £)) =0,
ot t; %, §) = x-&;
(3.28) 0:p(s, t; x, E)—H(t, Ve(s, t; x, ), £) = 0;
and
(3.29) { Vs, t; %, &) = (2, 55 %, §),
Vid(s, t5 %, ) = y(s, t; x, E) .

Furthermore we have
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(3.30)  $(s, 13 %, £)SCHA,| B=(R)) (or & CY(B5 | F~(Rx))

Proof. (3.27)—(3.29) can be shown by direct clculations (or see Kumano-
go [7] and Kumano-go, Taniguchi, Tozaki [8]). (3.30) follows from Pro-
position 3.2 (or Proposition 3.3). [

DEFINITION 3.6. Let ¢,(s, ¢; x, £) be defined by
(3.31)  uls, t; x, E) = h¥=P¢(s, t; %%, B°E) (0<8=<p=1)

for (¢, s)€ 4, U B3.
In the following, we switch to another large T> T, such that CKT)>*<1,
if necessary.

Proposition 3.7. i) For (¢, s)€A;, we have
(3.32) dils, t; %, E)EPFH(CL™, Cit—s); h) .
When (t, sy A, and |t—s| <1, we have
(3.33) bi(s, £ % E)EPTH(C(t—5)<>7, Ci(t—9); h) .

i1)  For any 1=0, there exist constants 0<8,<8 and ¢;=1 ‘such that ¢,8,<1
and

(334) th(s’ t; X, g)epp,s(cllt—sl ) l; h)
for any (¢, s)EB3, .

Proof. i) is clear from Propositions 3.5 and 3.2. ii) is also clear from
Propositions 3.5 and 3.3. [

In the sequel we switch to another small §>>0 such that §<8§,, if necessary.
We next solve the transport qeuations.

DeriniTION 3.8. For (¢, s)€ A4, UBj3, we define a sequence of functions
ajt, s; &, x') (j=0, 1, ---) inductively as follows:

ayt, s; €, x')
(3.35) = €xp {—% 121 S:(B,ﬁ,IH) (7, ¥(s, 75 &', B(7)), E(1)) X
X (65.65,95) (S, T x” E(T))dT}
and for j =1

sBJ‘("’» s; B(7), ')
tay(t, §; B(1), ')

)

(336) a1, 53 E x) = —ay(t, 53 £, x')S

where
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(3.37) E(1) = p(7, s; &', 5(¢, 53 &', &)
and

By(t, s; &, x')
(3.38) — > Loasq@H) ¢, Veols, t; £, ', £, E)X

— O
zgialsi+1 o
Xajs1-1a1(t, 53 &'y 2 )} g -

Moreover, in case 0<8<p=1, we define ¢,(¢, s; &, x") by
(3.39) ety 53 E, &) = 3 X(67°h) (h*-¥)ia(t, 53 hE, h-%x")
j=0

where X and {€;} 7., are taken as in Proposition 1.3.
Let C'(Q| B (k) (QC R? domain) denote the set of families {f,(w, ¥)}o<s<1

of functions f,(w, ¥) such that for each 0w €Q {fi(w, ¥)} o<i<1 E {Bir's(h)} o<s<y and
the derivative 8%f,(w, ) belongs to C'(Qx R%) for each h&(0, 1).

Proposition 3.9. i) The function ajt,s; &, x') (j=0, 1, 2, --+) belongs to
CY(A; U B3| B=(R*™)) and is the solution of the transport equation
—0a,(t, 5 £ &) 23 (0, H) (1, 36, 15 %, B), £) (04,0,) (18, 53 £, ')

G404 1 31 0. H) (1 3(s, 1 %, ), ) Gu05,6) 6 15 o', )X

Xajt, s; & x")+Bit, s; E,x') =0
for (¢, s)€ A7 U Bj with the initial condition
(3.41) ays, s; €, x)=1, aj(s,‘s; E,x)=0 G=12 -,
where we put B(t, s; £, x")=0. More precisely a;(t, s; &, x') satisfies the estimates

|8§0%(aq(2, s &, #)—1)| = Ca,i<>7* (or = Cuplt—s|?),

|6§0%a(2, 55 & 2')| = Ca <O (0or = Caplt—s]?) (j=1)

for (t, sye Ar(or €Bj3), where the constant C,g>0 is independent of £, x' and
(¢, )4y (or €B53).

ii) When 0S8<p=1, et s; &, x) of (3.39) is well-defined and belongs to
CYA;UB3|B; (k). Moreover the following estimate holds: For any (¢, s)E A,
(or €B3)

(3.43) ley(t, 5)—1] < CLs>™ (or < Cylt—s[?)

(3.42)

in BY s(h), where the constant C,>0 is independent of t and s.

Proof. i) We have only to prove (3.42), since the others are obvious from
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the theory of the first order differential equations. We first note by (3.37),
(3.10), (3.12), (3.15), and (3.20) that

(3.44) |0¢0%E(7)| = Cayp

for some constant C,, s >0 independent of ¢, 7, s, £ and x’. Thus from (3.35) we
have the first estimate of (3.42). Then by induction we get the second estimate
of (3.42) and

(3.45) |0208/B (2, 53 &, %')| < Co <t>72" (0or < Cop|t—s])

for (¢, s)e A, (or €B5), using (3.36), (3.38), (3.29), (3.17) and (3.20) (or (3.24)).
i1) is then easily seen from (3.39) and (3.42). [

DeriniTION 3.10.  For (¢, s)€A4,U B3 and f €4, we define
(3:46) Eluls, 1)*)f(x) = 0, [erert-oucets 00 fla)an
in case 0=<0=<p=<1, and

E5(¢u(s, )f (=)
= 0,—([er-oncrs 201, 55 €, )

in case 0<6<p=1.

(3.47)

Theorem 3.11. Let Assumption (A) be satisfied. Let (¢, s)e A, (or €Bj)
and f €5, and define

(B48) Gl ) f(%) = —1— ((Di+Hy(t, X', D)ET(pi(s; 1)) f (%) ,

where m=0 in case 0<8<p=<1 and m=co in case 0<8<p=<1. Then:

i) We have
(3.49) ER(¢u(s, )*) =1
and
(3.50) gr(t, 53 £ ') ECY(Ar| Bra())(or €C%Bs | BEy(h))

for m=0 or co. Here gi(t, s; &, x')=a(G7(pu(s, £)*)) (§, x") is the symbol func-
tion of G7(¢(s, £)*):

Gr(u(s, D))
= Os—gse“"5“¢h("‘;""wgf(t, 53 E, %) f(x')dx' dE .
ii) More precisely, we have for (t, s\ A, (or €B3) and any N=>1
(3.52) |82, )|V CLEH™F (or ZCylt—s))

(3.51)
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and
(3.53) |87t 5) |17 €,y <t>™ (or SC, o [2—s]).

Here | |{” denotes the semi-norm of Bj y(h), and the constants C, and C, y are
independent of t, s and h. Hence we have for (t, s)€ A, (or €B3) and any N =1

(3.54) IG(Ba(s, 8)*)]|252< CEY™78 (or <C|2—s])
and
(3.55) [|IG7(Du(s, £)¥)[z2522= Cyh¥<t>™F (or <Cyh"|t—s]),

where C and Cy are independent of t, s and h.

RemMARK. Theorem 3.11-1) says that E}(¢p,(s, £)*) is the approximate fun-
damental solution of order m(m=0 or o) in the sense of Kitada and Kumano-go

(see [6, §5]), though the condition (3.50) is weaker than (5.29)-i) and (5.30)-i) of
[6]).

Proof. (3.49) is obvious by definition. So we have only to prove (3.52)
and (3.53), since (3.50), (3.54) and (3.55) follows from them by Theorem 1.7.
Using Theorem 1.6 and (3.28) we have for (¢, s)€ 4, U B3

gi(t, 5 &, &)

(3.56) )3 ros—ﬁe"y"’(ax,az,ﬂh) (t, 09+ Vedu(s, t; &, &', E—), E) X

IE=1Jo
1
X (| 706,068 (s, £ ', E—rm)dr)dyando
from which follows (3.52) by virtue of the estimates in Propositions 3.2 and 3.3
and our Assumption (A)-iii).
Similarly using Theorem 1.6, (3.28) and (3.40) we get for N =2
g;f(t, §5 E; .‘X!')
= —i DIX(E7'h) (WYY B (t, 53 IE, h0x)

N M G D I 2 T
(3.57) m=1 25l@lSminy -1,m+1) ¢y |
X 0y {(02H) (t, Veg(s, t; BE, h™%', E'), BPE) X
X Ay 1ai(ty 3 &'y B35 )} g oipe
o (—1)mpe _ ,
+heoeon 33 T gy, (e, 275 06,
w=xy gl Jo ’
where

tyu(E, x"; 0)
(3.58) = 09—§Se“"”67/ {(DYH) (t, =09+ ed(s, 1; WE, b=, E'), E)x
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X ey(t, s; h°E, x')} 18 =iPcg-m@yan .
Thus by (3.42), (3.45), (3.43) and Proposition 3.2 (or 3.3), we obtain (3.53). []

4. Fundamental solution global in time

We first construct the fundamental solution locally in time. For this purpose
we record a theorem concerning the multi-products of conjugate Fourier integral
operators which is a version of Theorem 4.3 of [6].

Theorem 4.1. Let n,>n be an even integer and put [=21ny+1. Let #>0
be sufficiently small as in Theorem 3.8 of [6]. Let ¢; (%, E)EP, i(7;, 1: k) for j=

1,2, .-, and let ?,,Ef] ;<% Let v=1 be an integer and put D, =, 4+
i=1

Bbvirn Let p; (& x')EBi(h) for j=1, -+, v+1. Then there exists a symbol
v u(& &) E B (h) (My=my+ -+ +my,) such that

(4'-1) Pv+1,h(¢'u+l,h*) "‘Px,h(¢1,h*) = Rv+1,h(¢v+1,h*)
and

| Vat+1,h l ?’7"“)

“2) < O exp(@1+ 2 | Jualen)¥) X

X 2] II |Pj.hl$%i21,»

Ity gy SE+2mg j=1

where  P; ,(d; 5) =251 ($:5.55 Dy X)5 Rysr (P, F) = 70115 (Poar}; D,y X');
Jiw=;—x-E; ky=21425n+1; and C, are ¢, positive constants.

Proof. This theorem follows from Theorem 4.3 of [6], if we note the
following fact: For P(¢¥)=pu(¢5; D,, X')E By (), s EP, 5(7, 05 k), we have
forfed

4.3) Py(p¥)* f(x) = qu(ps; X, D,)f(x),
where g,(x, E)=p,(&, x). [
Now we construct the local fundamental solution.

Theorem 4.2. Let Assumption (A) be satisfied. Then for a sufficiently small
0<8,=<8(<1), there exists uniquely the fundamental solution U,(t,s) of the equation
Uys,s) =1 (seRY,

(+4) LUt s)=0  (|t—s|<8,).

Moreover the fundamental solution U,(t, s) is uniquely represented as a conjugate
Fourier integral operator with phase function ¢,(s,t) and a symbol of class
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CY(Bs, | B3 (k). More precisely there exist symbols djl(t, s; &, x') & C(Bs, | Bys(h))
(m=0in case 0=8=p=1 and m= oo in case 0=8<p=1) such that for D} (p(s,
£)*) defined by

D (pals, £)¥)f(x)

(4.5) ,
= O,—SSe"(“E‘%(S"'* P(L, 55 &, ) f(x)dx'dE (feI),

we can write
(4.6) Uy(t, 5) = Ex(uls, 1)*)+Di($uls, £)*)

for (t, s)EB,,. The operator U,(t, s) is extended to a unitary operator in L*(R"),
and the following relations hold:

@) Uyt OULG, 1) = Uit 7), 1 0, rE[s—8,2, s+8/2],
4.8) DUt $)—Uyt, )Hys, X, D) =0,  |t—s|<8,.

Proof. We proceed quite similarly as in the proof of Theorem 6.1 of [6].
Let n,>n be even and let /=21n,+1. Let #>0 be sufficiently small so that
Theorem 3.8 of [6] holds for our case. For ¢y in Proposition 3.7-ii), we take
8,>0 as ¢r8,<7%. Then for any subdivision A: ¢>#,>2,_,> - >#>s of [s, ],
we can easily see that

(4"9) ([)h(s, tl)#¢h(t1) tz)#"’#‘lsh(tw t) = bu(s, 2)

holds (cf. Kumano-go, Taniguchi and Tozaki [8]). Now using Theorem 4.1,
we define W3 (¢u(s, 2)*) by

(+10) Ea(a(s, %) = GE(u(s, 1) =+ LEE (s, )
and

Weaa(als, 0%) = | WEA80, /)W u(s, 0)*)d0

= S:S:v...S?W{"_,,(@(t” YW (bt £)*) -
s WP als, t)*)dt, - dt, ,

where m=0 in case 0<8=<p=1 and m=occ in case 0=<8<p=1. Then, in quite
the same way as in [6], we see from Theorem 3.11-i) that the following series
converges in C%(By, | B} 5(h)):

(4.12) dpt, s; £ ') = i} wii(t, s E, &),

where wii(2, s; &, ") =a(Wii(pu(s, 1)) (€, x")EC(Bs, | By's(h)). Hence setting
D (u(s, )*)=d 1 (puls, 1)*; ¢, 53 D,, X'), we define

(4.11)
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(+.13) D(guls, %) = [ ER(u(6, 1/)DE(u(s, 6)*)d0,

where we again use Theorem 4.1. Then U,(t, 5) defined by (4.6) satisfies (4.4).
The uniqueness, the unitarity, and the relations (4.7) and (4.8) are proved in a
way quite similar to [6]. [

REMARK. As can be easily seen from the proof, this theorem also holds
under the same assumption on the Hamiltonian as in [6].

From this theorem we can construct uniquely the global fundamental
solution U,(,s,) of the equation (3.4) for t&R! by U,(t,s5,)=U,(t,sx5)U(Sxs Sx-1)
- Uy(s1, S), where s,=sy+k(t—5,)/(N+1) (k=1, :--, N) with N being an integer
such that N= |t—s,|/8,—1. The operator U,(t, s,) thus constructed is unitary
in L*(R") and obviously satisfies the relations (4.7) and (4.8) for any ¢, 8,7, s€R".
Especially we have U,(¢, s)"'=U,(s, t) for ¢, s&€R".

We now study a simple expression of U,(t, s,), restricting ourselves to con-
sidering only the case t=5,. (The other case can be dealt with similarly.) Then
we have

Ui(t, s5) = Uy, t)Uy(2y, ty_y) - Uy(ty, T)'
° Uh( T’ sL)Uh(sL’ sL—l) o Uh(sb So) )

where t;.,=t;48,(j=0, 1, -*), t,= T, ty . =t>t,, §;_,=5—8§, (I=1, +-+, L+1),
spa=1T, and §;>5,=s5,—8,, T being a large number. Then L is determined
only by s, and 7. So if we can represent U,(t, t,)--- Uy(t;, T) as a single con-
jugate Fourier integral operator, then the fundamental solution U,(%, s,) is re-
presented as a product of a finite number of conjugate Fourier integral operators
independently of £. Before proving this we prepare a proposition.

(4.14)

Proposition 4.3. Let T(>T,) be as in section 3 and let 0<<8,<<1 be as in
Theorem 4.2. Then:

i) For any (t,s) satisfying T <s<t=<s+ 8, we have ¢,(s,t) P (C,5<s>2"",
C\8,; k), where C, is the constant in Proposition 3.2.

i) For s=T and t>s54-8,, let v=1 be an integer such that s+(v+1)8,=¢>
s+v8), and put t;=s54-j8, for j=0, 1, .-+, v and t,,,=t. Then the (v+1)-tuple
(Pu(s, 1), Pu(ts, 1), **+5 Pu(ts, 1)) of phase functions satisfies the condition (§) of sec-
tion 2. Moreover we have ¢,(s, t,)f by (21, L) # - # Piu(ty, £)=(s, ).

Proof. i) is clear from Proposition 3.7-1).
ii) Put ¢; ,=¢u(t;-1, t;) for j=1, -, v+1. Then by Definition 3.6 and
Proposition 3.5-(3.29) the equation (2.1) is equivalent to

i X{: t'-’t'; 1{_1) ’_'111
(4.15) {l) y( j=b %j X :')

11) E\Jc = ﬂ(tj+1) tj; X\Jn E\]c.-‘-:l)
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with Xy=x; Ey*!'=§; and
{X{h(x, £) = KXi(h %x, b°E)
Eiw(x, &) = hPE{(h %, K°E).
Assume that {X{, Ei}Y..(x, ) is the solution of (4.15). Then from (4.15) and

Proposition 3.2 we have

(4.16) =1, )

(4.17) {i) Xt = q(t;- 855 Xi, Bi)

ii) = =P(tj+1’ t;; X{; E\ja) )
On the other hand using Proposition 3.2-ii) we have from (4.15)
{i) Xi=q(t;, tj1; X{7 BT

4.18 . . .
( ) ll) E!g =P(tj, tj+l; -X\]a-”’ E%.H) ’

G=1, -, »)
where we put Ey=x(t,, t,; x, E3) and X3*'=y(t,, t,,,; X5, £). Thus from (4.17)-
i) and (4.18)-ii) we get
(X3, Bi) = (¢, p) (¢, tj00; XTI, B
= (q’ P) (tj) t‘v+l; XLH.I: E) (] = 0; 1) hRREY y) .
On the other hand from (4.17)-ii) and (4.18)-i) we have

(4.19)

(Xi, Bd) = (g, p) (¢, t5-5 Xi7, EITY)
:(q’p)(tJ’ to; X, Eg) (j: 1, ooy v_i_l).
Hence we have from (4.19) and (4.20)

{x = X3 = q(t ty; X3*, E),
E = Ez“ = P(tv+1) to; X, ES) )

(4.20)

(4.21)

from which we get

X:+1 =y(to, t'u+l; x: E) ’
By = ﬂ(tw-la ty; X, E) .

(4.22) {

Combining this with (4.18) and (4.17) gives

X’{' = q(tj’ to; ‘x) n(tV+l) to; x: E)) = q(th tv+l;y(to’ t\«+l; x’ f): E) )
B = D(Ejs to5 %, p(tysss o3 %, £)) = P(tj, tysr; Y(Tos torrs %, £), §) .

Obviously this is C= in (x, £) and satisfies (4.15). Thus we have proved ii). [J

(4.23) {

Now we can prove the main result of this paper.

Theorem 4.4. Let Assumption (A) be satisfied. Then the following as-
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sertions hold. ;
1) There exists uniquely the fundamental solution U,(t, s,) (¢, s,ER") of the
equation (3.4). This operator U,(t, s,) satisfies the relation

(4.24) {Uh(t’ 0)Ui(0, s) = Ui(t, s) t, 0, seR,

D, U,(t, s)—Uyt, s)H,(s, X, D,) =0, t, sk,

and is extended to a unitary operator in L(R").

ii) Let T(>T) be sufficiently large. Then the fundamental solution U,(t, s)
for t=s=T is uniquely represented as a single conjugate Fourier integral operator
with phase function ¢,(s, t) (EPYI(CKsy78, Cy(t—s); b)) and a symbol of class
C'(Az|B) s(h)). More precisely, let 0<8,<<1 be sufficiently small as in Theorem
42, Fort=s=T and t>s+ 8y, let v=1 be an integer such that s+(v+1)8,=¢>
s+vd,, and put t;=s+js, for j=0, 1, -+, v and t,,,=—t. Then we have

Ui, 9)f(x) = Ui, £)Un(ts, ts-1) -+ Un(ty, $)f (=)

4.25 . ,
(*.25) = Oa—gge‘("E“*f’h(‘-‘ sy, (t, 55 E, x")f(x")dx'dE

for fE B, where u,(t, s; &, x")=C Az |B) 5(h)) is uniquely determined. Thus the
fundamental solution U,(t, s,) of (3.4) for t=s, is represented as a product of a finite
number of conjugate Fourier integral operators, the number depending on s, but not

on t.
iti) For t=s= T define

(4.26) Fi(uls, £)*) = U2, s)—E7(du(s, 1)¥),

where m=0 in case 0<3=<p=1 and m=cc in case 0=8<p=<1. Then we have
for t=s=>T

(4.27) i@, s)=a(Fi(duls, 1)) € CY(Ax| By (k)
and
{IIF i(@a(s, )2 2= C<>7°,

4.28
(+28) IFF (G405, 2122, S Ch¥s>1-0

for any N =1, where the constants C and C y are independent of t, s and h.

Proof. 1) is already proved.

ii) We have only to prove the second equality of (4.25). Since 0=¢t;,—¢;_,
=<3&,, from Proposition 4.3-i) we have ¢; ,=du(t;-1, ;) EPLE(7}, a3 h) for o=
C3, and 7,=C8K¢;_>"**(j=1, -+, »+1). So putting ¢, ,==x+& and 7,=0 for
k=v+-2, we have for the sequence {¢;;}7-1 of phase functions ¢; ,&Pii(7;,
aos h)
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‘-7-.00

g T S fi CidKtj_ ¢

(429) =< 2C, ZNE 3« T+ (]— 1)80>—2—e

g = 2Cs yreie
2CISO<T+T> drs LTy

AN

and

o = 00 37 S 202 30K TH(— 187"
< 20 5 B TH(G— 1307 "+ TH(—1)3>)
= 207 T+ my -t 8 T > )
< 20726 K TS +2C(1+&) K TH1-* .

(4.30)

Thus if we take T(=7) sufficiently large, then we have 2(cF..7.)<7, for
some 0=<7,<1/4 independently of ». This, together with Proposition 4.3-ii),
shows that Theorem 2.6 is applicable to the product U,(t, 2,) -+ Uy(¢;, T). Thus
by Theorem 2.6 we have (4.25). The smoothness of u,(t, s) in (¢, 5) at t=¢;
follows from the uniqueness by taking another small §,>0.

iii) From (4.26) and (3.48) we have for t=s=T and fe 4

Fi(u(s, ) = Ui, ) [=Ui(t, $)"ER(du(s, 0)*))f

— Uy, s)S: 3% (U0, )" E(¢as, 0)*)f1d0

(4.31) — U ‘)S: U6, )7 'Gr(di(s, 0)*)fd6

- StUh(t’ 0)Gr(¢pi(s, 0)*)fd0 .

From this and Theorem 3.11-(3.50) follows (4.27), if we use the expression (4.25)
and Theorem 2.6. 'The estimate (4.28) also follows from (4.31) and (3.54)—(3.55)
of Theorem 3.11. [J
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