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§ 1. Introduction

Let Ω be an open set in v-dimensional Euclidean space R" whose
points are described by a fixed coordinate system x = (x19 ••• ,#v) Let
L(X) be a polynomial of v-variables X = (X19 ••• ,XV) with complex
coefficients. Replacing X by partial differentiations D = (Dlf ••• , A)>

Dk= {i = ^~ZΓ\)y we get a partial differential operator with constant
i dxk

coefficients L(D). Let 3)'{Ω) be the space of distributions defined in Ω>
(See L. Schwartz [11]) and take a linear subspace E of 3y(Ώ) which is
stable under the operations of partial differentiations.

Let us consider a differential equation of the form

(1.1) L(D)u = 0

where u is an unknown element of E.
When we have a factorization of L(X) into mutually prime factorsi:>

(1.2) L(X) = P(X)Q(X),

it is very common in applied mathematics to seek for a general solution
of (1.1) in the form of a sum

(1.3) u = u1+u2, ulyu2eE,

where ux and u2 are solutions of the equations corresponding to the
factors, i.e.

(1.4) P{D)ux = Qy

Q(D)u2 - 0, in n.

1) Factorizations are always considered in the polynomial ring C[X1}'" >^v] over the
complex number field C.
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It is clear that an element of the form (1.3) with (1.4) is always a
solution of (1.1). But a general solution of (1.1) cannot be decomposed
in the form (1. 3) with (1. 4) unless the domain Ω, and the factorization
(1.2) are specified/0

Our subject in the present paper concerns the possibility of decom-
positions of solutions of the equation (1.1) into the form (1. 3) with (1. 4)
in some special cases. It is said that this is also a problem proposed
by Hadamard.

In §2 we shall treat a simplest case where Hubert's Nullstellensatz
gives all what we need. In § 3 we give two lemmas which will simplify
later proofs. In §4 we shall give an approximation theorem when Ω, is
convex and shall remark that L. Ehrenpreis' fundamental principle [3]3 )

will lead us to a precise result. In § 5 we shall treat polynomial solutions
in the case when the differential operator L(D) is homogeneous. Some
results in this paragraph will be exploited in the next. In § 6 we shall
treat (real) analytic solutions in the case when Ω is a simply connected
domain in R2 and the differential operator L(D) is homogeneous, and shall
give a generalization of a classical theorem in function theory.

When Ω, is the whole space Rv, V. P. Palamodov [9] solved the
problem for a various kind of spaces of ordinary and generalized functions
by giving an explicit form of a general solution of the equation (1.1)
by means of his detailed study of Fourier transformation of generalized
functions.

I thank here my colleagues for helpful discussions and especially
Prof. M. Yamaguchi for his critical reading of the manuscipt.

§ 2. A simplest case

A simplest situation is realized when the hypersurfaces in Cv defined
by P(X)=0 and Q(X) = 0 are disjoint45. In this case the following theorem
holds.

Theorem 2.1. // the hypersurfaces defined by P(X) = 0 and Q(X)=0
are disjointy then for any open set Ώ in Rv and for any linear sub space
E of <3)f(β) which is stable under the operations of partial differentiations,
every solution u in E of equation (1.1) is decomposed uniquely in the form
(1. 3) with (1.4).

2) It is the case even in a classical theorem in function theory. C.f. also Theorem 4.1
and § 6.

3) Complete proof has not yet been published.
4) The well known result in the case of ordinary differential equations corresponds to

this case.
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Proof. In the polynomial ring C\_Xly ••• , X v ], consider the ideal
2I = (P, Q) generated by the polynomials P(X) and Q(X). Since the affine
variety corresponding to this ideal is the empty set by assumption, SI
should coincide with the whole ring C\_Xly ••• , Xv] according to Hubert's
Nullstellensatz (See [12]). Thus there exist two polynomials R(X) and
S(X) such that

(2.1) 1 = R(X)Q(X)+S(X)P(X).

Substituting the differentiations D for X and applying on an element u
of E> we get

(2. 2) u = R(D)Q(D)u + S(D)P(D)u .

If ft is a solution of (1.1) then (2.2) gives clearly a decomposition of
the form (1. 3) with

ux = R{D)Q{D)uy

{ ' } u2 = S{D)P(D)u

satisfying (1. 4). Now, if we assume that u is decomposed in the form
(1. 3) with (1. 4) in two ways:

U = U1

JrU2 ,

U = V1-
JrV2 .

Then,

w = u1 — v1 = —u2+v2

should satisfy the simultaneous equations

(2. 4) P(D)w = Q(D)w = 0 .

Substituting this element w in the identity (2.2), we get w = 0. That is,
the decomposition of the form (1. 3) is unique.

REMARK 1. Although uλ and u2 are uniquely determined, the polyno-
mials R{X) and S{X) in (2.3) are not uniquely determined. But we
cannot in general reduce R(X) and S(X) into constants. Therefore even
when u is an ordinary function solution of (1.1), (1. 3) might decompose
u into a sum of distribution.

REMARK 2. If the space E contains the exponential functions, the de-
composition of the form (1.3) is unique only when the surfaces P(X) = 0
and Q(X) = 0 are disjoint. Since, if P(X) = 0 and Q(X) = 0 admit a
simultaneous solution f € C \

w = *'<*•*>,<*, D = * i f i+ •



216 S. MATSUURA

is a simultaneous solution of (2. 4). Hence for any decomposition in the
form (1.3) with (1.4): u = u1 + u2, u = {u1 + w) + {u2—w) also gives such a
decomposition.

§ 3. Lemmas

Now let

p(x) =
Q(X) =

be the factorizations into irreducible polynomials. Then, in the factori-
zation (1.2) of L{X), that P{X) and Q{X) are mutually prime means that
in (3.1) there is no element common to {Pi, ,Pm} and {Qi, ••• ,QΛ}.
Thus, when the surjectivity of differential operators with constant coef-
ficients is known5) for E (See Introduction), the following elementary
Lemmas 3.1 and 3.2 will reduce the problem to the case when P{X) and
Q{X) are themselves irreducible and distinct.

Lemma 3. l Let E be an abelian group {written additively) and let
Pi>'">Pml Qι>"' >Qn be a commuting family of not necessarily distinct
surjective endomorphisms. If we have that

Ker (piQj) = Ker (A)+Ker (*,)•>

for any pair of i, j (i = l, ••• , m y = l , ••• , ή)9 then, we have that

Ker (A ... pmqx - qn) = Ker (A ••• A«)+Ker {qt - qn).

A topological version of the above lemma is the following

Lemma 3. 2. Let E be a topological abelian group {written additively)
and let ply -" ypm'y Qi>*~ >Qn be a commuting family of topological homo-
morphisms7^ of E onto itself. If we have that

Ker (Ptfj) = Ker (A) + Ker (q,)

for any pair of i> j (ί = 1, ••• , m j = l9 2, ••• , ή)> then we have that

K e r ( A ••• pmqx ••• qn) = K e r "(A • • • > * ) + K e r ( ^ ••• qnj

{" — " means the closure operation).

5) C.f. [3], [5], [7], [8].

6) Keτ(pi) = {x\pi{x) = Q}\ for two subgroups Elt E2, Eι + E2={x+y x€EltueE2}.
7) A topological homomorphiεm means an algebraic homomorphism which is continuous

and open.
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For the convenience of proving the above lemmas, we add two more

Lemma 3.1/ Let E be an abelian group and let p and q be two
commuting surjective endomorphisms. Then the following two conditions
are equivalent.

(1°)

(2°)

Lemma 3. 2/ Let E be a topological abelian group and let p and q
be two commuting surjective topological homomorphisms. Then the follow-
ing two conditions are equivalent.

(1°) Ker (pq) = Ker (p)+Ker

(2°)

Proof of Lemma 3.1Λ (1°) implies (2°). It is clear that pKer(q)
C K e r (q) since p and q are commuting. Now x be any element of Ker {q).
Since p is surjective, there exists an element y of E such that X"=p(y).
Thus we have pq(y)=q(x) = 0, i.e. y€Keτ (pq). Thus, by (1°) there exist
^ € K e r ( / 0 , .y2eKer(tf) such that y=y1+y2. Hence x=P(y)=P(y1)+p(y2)
= P(y^- Thus we get x = p(y2) € p Ker (q). This means that Ker(#)cr:
P Ker (q).

(2°) implies (1°). That Ker (pq)^Ker (p)+Ker (q) is clear, since p
and # are commuting. Let x be any element of Ker (pq), i.e. pq(x) = 0.
Put y=p(x). Then yeKer(tf). Therefore, by (2°), we have an element
z£Ker(q) such that y=p(z). Hence u=x—ze Ker (p), since p(u)=p(x)~
^(z)=0. Thus we get that # = w + 2€ Ker (^) + Ker (q). This means that

Proof of Lemma 3.1. By assumption we get that p{ Ker(#y) =
(ί = l, 2, ••• ,m) according to Lemma 3. Γ. These relations express that
Pi>'">Pm can be considered as surjective endomorphisms of K e r ( ^ ).
Thus we get that p1--pm Ker (#,-) = Ker (#y), since any composition of
surjective mappings is surjective. Since condition (1°) in Lemma 3. V
is symmetric for p and qy we get that q5 Ker (pτ ••• ^ M ) = K e r (p1 ••• pm).
By the same argument again we have that qx ••• #Λ Ker ( ^ ••• pm) =
Ker (A — A»). This means that Ker (A — ί « ίΊ — ^«) = Ker (A ••• A») +

Ί ••• ^«) according to Lemma 3. Γ.

Proof of Lemma 3.2/ (1°) implies (2°). It is clear that /> Ker ( ? ) c :
Ker (^), since ^ Ker (^)^Ker (^) and Ker (#) is closed by the continuity
of q. Now le x be an arbitrary element of Ker (q) and V be a neigh-
bourhood of 0. Since p is surjective, there exists an element y of E such
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that x=p(y). Since pq(y)=q(x) = O, we have that y GKer (pq). Since p
is continuous we can take a neighbourhood W of 0 such that p(W)czV.
Now according to condition (1°), we can take two elements y1 and y2

such that jVi £ Ker (p)y y2 e Ker (q) and ^ + j 2 — y G IF. From this it follows
that p(y2) - x e p( W) c= V or p Ker (?) Π (x + 7) 4= φ. Since V is arbitrary,
this implies that ΛrG

(2°) ί # f e (1°). It is clear that Ker (^)ΞKer (/>)+Ker (q). Now
let x be an element of Ker (pq). Put y=p(x). Then ^6Ker(#). Let F
be a neighbourhood of 0. Since p is a surjective open mapping, p(V)
is also a neighbourhood of 0. According to condition (2°), y€pKer (q).
Hence pKer (q)f](y+p(V))φφ, i.e. there exists an element x2eKer(q)
such that p(x2)€y+P(V). Thus for some ve V> p(x2)—y=p(v), that is,
p(xJrV—x2) = 0. Putting x1=x+v—x29 we get jt^eKer^) and x+v =
xx + x2. Thus we get that (#+ 7) Π (Ker (^) + Ker (q))φφ. Since F is
arbitrary, this means that x£ Ker (p)+Ker (q).

Proof of Lemma 3.2. We can proceed in an analoguous way to in
the proof of Lemma 3.1, using Lemma 3. 2' instead of Lemma 3. Γ, and
expressing the continuity of mappings through the closure operation.

REMARKS. The assumption that mappings be topological homomor-
phisms is satisfied when E is a Frechet space and mappings are conti-
nuous surjective linear mappings, according to the homomorphism theorem
(See Bourbaki [1].)

§4. Indefinitely differentiable solutions

In this paragraph we shall give an approximation theorem for C°°
(indefinitely continuously differentiable) solutions, i.e. the fact that any
C°°-solution can be approximated by decomposable C°°-solutions when
the domain Ω, is convex. And then we shall show how a result announced
by Ehrenpreis [3] leads to the exact decomposition. We shall mainly
exploit results and methods developped in Malgrange [7].

Let 6(Ω) be the space of indefinitely continuously differentiable func-
tions defined in Ω with the standard topology (See [11]). It is a Frechet
space. Its dual 6'{β) is the space of distributions with compact supports
in ίλ The Fourier transforms of the elements of 6\Ω) are completely
characterized by Paley-Wiener's theorem (See [11]).

Theorem 4.1. Let Ω, be a convex open set in Rv. Then a necessary
and sufficient condition for any solution u e 6(Ω) of the equation

(4.1) P(D)Q(D)u = 0
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to be approximated by the solutions of the form uxΛ-u2 with

(4. 2) P(Jΰ)ux = 0, Q(D)u2 = 0, u2β

in the topology of <?(Ω) is that the polynomials P(X) and Q{X) are
mutually prime.

Proof. Necessity of the condition : Assume the contrary and let G(X)
be the greatest common divisor and H(X) be the least common multiple
of P(X) and Q(X). By assumption, G(X) is not a constant and we have

(4. 3) P(X)Q(X) = H(X)G{X)

Since an element of the form u1Λ-u2 with (4.2) is always a solution of
the equation

(4. 4) H{D)u = 0

and since the space of all solutions of this equation is a closed subspace
of <?(Ω), all the solutions in <?(Ω) of the equation (4.1) should be solutions
of (4. 4), for we assumed that every solutions of (4.1) could be approxi-
mated by decomposable solutions. According to the formula (4. 3), this
means that G(D)H(D)u = 0yue <?(Ω) implies H{D)u = 0. But since H{D) is
a surjective mapping of <?(Ω) to 6{p) (See [7]), any element of <?(Ω) is of
the form H(D)u. Therefore the above argument shows that the equation
G(D)u = 0, «6(?(Ω) implies u = 0. But since G{X) is not a constant, there
exist a point ζeCv with G(?) = 0. We have thus a non-zero solution in
6(Ω,),u(x)=ei<x'ζ>

9 of the equation G(D)u = 0. This contradiction proves
the necessity of the condition.

Sufficiency of the condition: According to Lemma 3.2 and Remark
in the previous paragraph, we have to prove the sufficiency only in the
case when P(X) and Q(X) are distinct irreducible polynomials. Let ΊJ
be the totality of solutions u in 6{p) of the equation (4.1), cϋ1 (resp. *U2)
be the totality of solutions ux (resp. u2) in <?(Ω) of the equation P{D)uλ=-0
(resp. Q(P)u2 = 0). We have to show that CU1 +

 CU2 is dense in <U. To
this end, according to Hahn-Banach's theorem (See [1]), it is enough to
show that any element in ^(Ω) which is orthogonal to cϋ1 and cΰ2 is also
orthogonal to HJ. Now, let T be an element of <?7(Ω) orthogonal to CU1

and HJ*. According to [7], there exist two elements S1 and S2 in
such that

Taking their Fourier transforms, we get that

t(ζ) = Pi-ζ^ζ) = Q(-ζ)S2(ζ),
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t(£), S^ζ) and S2(ζ) being entire analytic fuctions of ζe Cv of Paley-Wiener
type, i.e. of exponential type and slowly increasing oni? v . Now consider
the following function

Fit) = £(t)/Q(-0 = S2(ζ)/P(-ζ).

F{ζ) is analytic everywhere except at those points where P( — ξ) and
Q( — ζ) vanish simultaneously. The set of these exceptional points is an
algebraic set of complex dimension at most v—2, since P( — X) and Q( — X)
are distinct irreducible polynomials. Now, arguing as in Hδrmander
[4, Lemma 2], we can claim that F(ζ) is really an entire function. Thus
we get that t(ζ) should be of the form

f(ζ)=P(-ζ)Q(-ζ)F(ζ).

From this formula, according to [7], F(ζ) should be of Paley-Wiener type,
and there exists a distribution S of compact support such that F(ζ) = S(ζ).
Thus, taking the inverse Fourier transforms, we get that

(4.5) T=P(-D)Q(-D)S.

Now, according to Lions' theorem of supports [6], S should be in <?'(ί2)
since Ω is convex. (4.5) shows that T is orthogonal to HJ. This com-
pletes the proof.

REMARK 1. The above theorem holds also for <3)'{Ω>) replacing <?(f2).
The arguments will be analoguous as in the above. The necessity of the
condition follows from the surjectivity of differential operators in gy(β)
with convex Ώ (see [8], [5]). The sufficiency can be proved from the
duality between W{β) and <3)(Ω) by using the characterization of the
Fourier transforms of the elements of

REMARK 2. Let us remark here that the above theorem can be
sharpened if we admit a result announced in L. Ehrenpreis [3]*\ His
fundamental principle (a) (See [3, pp. 162-163]), here in our special case,
takes the following form.**^

For a fixed pair of polynomials P(X) and Q(X), if β is a convex
open set in /2V, then the totality of elements of the form P( — D)S—
Q(-D)T, S, Te6'(P) constitutes a closed subspace of β'(β).

From this, we can deduce the following precise

*) C.f. footnote 3).
**) Ehrenpreis states his fundamental principle for a wide class of spaces which he calls

analytically uniform and localizable and claims that <?(β) with convex Ω is such a space.
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Theorem 4. 2. Let Ω be a convex open set in Jβv, and P(X) and
Q(X) be two mutually prime polynomials. Then every solution u e c?(O)
of (4.1) can be decomposed in a sum u=u1-\-u2 with (4.2).

Proof. Using notations in the proof of the previous theorem, we are
to show that the following continuous linear mapping

defined by Φ(uly u2)=u1-\-u2 is surjective. (The topology of ΊJ^HJz be the
usual product topology.) Since cL71x

ίU2 and HJ are Frechet spaces, for
the proof of surjectivity of Φ, it is enough to show that the transposed
mapping

is one-to-one and that the image Φ\ΊJ') is weakly closed in HJ/xΊJ/
(See [1]). According to Theorem 4.1, the image Φ(cU1x

cU2) is dense in
CU. Hence Φ' is one-to-one. To prove that Φ'ίRJ') is closed, it is enough
to show that Φ'CUOΓK*/0

 x γ°) is weakly closed for every pair of suf-
ficiently small neighbourhoods U and V of zeros of cϋ1 and cΰ2 (See [1]).
(17°, V° denote the polars of U and V (See [1])). Since the topologies
of CU1 and °U2 are induced by that of £(Ω), we may assume that U° and
y° be of the forms

U° = {Ui; O ^ U ' , l<tfi,«i>l<#«i) for all ^ G ^ } ,
V° - {U2; C U U ' , \<U2,u2y\<p(u2) for all u2εHJ2} ,

where p denotes a continuous seminorm of 6(Ω>). Now let us notice
here that Φr is the restriction mapping, i.e. Φ\U) = (U1, U2) means that
t7f.=the restriction of Ό on ΊJi (ι = l,2). This is clear from the duality
formula

<C7, «!+«,> = <019 a1>+<[72, u2>, ux g <Ό19 u2e°U2.

Now, let {(0™, f/2

co} be a filter in &((<U')(](U° x V°) which con-
verges weakly to an element (Uly U2) in ^U/x^U/. We are to show
that (££, ί/2) is in Φ^^O Let C7/° be the restriction of U^eHJ' on
ΊJi (ί = l, 2) and U™ € 6'(Ω) be an extention of t/co, this being possible
by Hahn-Banach's theorem (See [1]). Again by Hahn-Banach's theorem,
we can extend t//° (i = 1, 2) to elements of ^(Ω) preserving the seminorm
inequalities that defined U° and V°. Hence there exist S^0, S2

COG 6'(β)
such that



222 S. MATSUURA

This means that filters {UCO + P(~D)S1

W} and {UCO+Q(-D)S2

W} are
contained in an equicontinuous set in 6'(Ω). Since an equicontinuous set
is weakly compact, taking finer filters and keeping the same notations, we
can make these filters converge weakly. Let Vλ and F 2 be their limits, i.e.

( ) 1 ) = V,
(4.6)

lim (UW+Q(-D)S2

W) = V2.

Then it is clear that V19 V2 are extensions of Ulf U2. Moreover, from
(4.6) we see that

Vi- V2 = lim (P(-

Hence, by Ehrenpreis' fundamental principle stated above, we can find
S^S.eβ^n) such that

V1-V2 = P(-D)S1-Q(-D)S2.

Thus, U= Vι — P( — D)S1 = V2—Q( — D)S2 is a simultaneous extension of
Ux and ϋ2. Hence (Uly U2) = Φ'(U)y where Ό is the restriction of U on
HJ. This completes the proof.

§ 5. Polynomial solutions

A main result in this paragraph is Theorem 5.2, Corollary 5. 3 will
be used in the next section. Let £P be the totality of complex valued
polynomial functions of v real variables, ζ£n be the totality of polynomials
of degree at most n and j ? w be the totality of homogeneous polynomials
of degree n. j?w and £PCM) are finite dimensional vector space. We denote
their dimensions by Sn and dcn:> respectively.

(5.1) d™ ^uulvl

Theorem 5.1. Let L(X) be non-vαnishing polynomial. Then L(D) is
a surjective endomorphism of <P, i.e.

(5.2) L(D)£> = 2>.

9) Since C/Co is an extension of 0^ (resp. Cf

2

c°)> other extensions of ϋ^ (resp. U2

Cι^
should be of the form U& + P(-D)Slt S i G ^ ώ ) (resp. U^ + Q(-D)S2, S2€&(Ω). For, any
element which is orthogonal to HJX (resp. CLJ2

>) is of the form P(—D)Sι (resp. Q(—D)S2)
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More preciselyy if the lowest degree of non-vanishing term of L(X) is /, then

(5. 3) L(D)3>n+ι = 3>n (n = 0 , 1 , 2, .-•).

When L(X) is homogeneous, then

(5. 4) L(D)2>c»+n = ^ n \

Proof. We proceed by induction on the number of variables ».
When y = l, L(D)=L(D1) should be of the form L(D1)=R(D1)D{ with
i?(O)Φθ. It is clear that R(JDύ&n+ι^&n+ι. That is, i?(A) may be re-
garded as an endomorphism of the finite dimensional vector space <?„+/.
Moreover RiDJfΦO if / is a non-zero polynomial. To see this it is
enough to compare the degrees of 1st and 2nd terms of the right hand
side of the following formula

Λ(A)/ = #(0)/+(F(A)-#(0))/, R(0) Φ 0 .

Since an endomorphism of finite dimensional vector space whose
kernel is zero should be surjective, we should have that R(D1)S>

n+ι = 3>

n+ι.
Hence L(D)&n+ι = Dl&H+ι = g>H.

Now assume that the theorem holds when the number of variables is
v—1 and let us prove it in the case of v variables (*>>2). By a suitable
linear transformation of variables (the coefficient of transformation matrix
being real), we may suppose that L(X) contains the term c X[(cφO).
Now, we proceed by induction on n. Since L(D)x{ is clearly a non vani-
shing constant, we get that L(D)5>

/ = 5>

0. Assuming that L(P)Sn+ι = Sny

we are to show that L(D)S>

n+1+ι = 3>

n+1. Let / be an element of 3>

n+1.
Then df/dXvGS'n. Thus we can find an element u£.Sn+ι such that
L(D)u=df/dx ». Take an element v of £P«+1+/ such that dv/dxv = u (a
primitive of v with respect to the last variable xv). Thus we get that

JL{L(D)v-f} =0.
C/X y

This means that g=L{D)v—f is a polynomial of degree at most n + 1
and depending only on xly ••• , #v_1# Thus, by the induction hypothesis,
we can find a polynomial w of degree at most n + l + l and depending
only on x19"'9xv-i such that L(D)w=L(Dlf ••• , A - i , 0)w=g9 since L(D)
contains the term c D[. Thus L{D)(v—w)=f and v—we3?n+1+ι. This
proves (5.3) and (5.2). (5. 4) follows from (5.2), since L(D)SQn+n^^n\

Corollary 5.1. Let Hn be the space of those polynomials u of degree
<Cn which satisfy (1.1) and Hcn^ be the space of those homogeneous
polynomials of degree n which satisfy (1.1). Then we have:
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( i ) dim Hn = ίdH-dH-if if n>l

\dn, ifn<l

(ii) // L(X) is homogeneous,

dim H™ = I d^-d'"-", if n>l

\

Proof. By the above theorem we have that S^n+ι/Hn+ι is isomorphic
to Sny and if L{X) is homogeneous we have that g>c*+»/H(n+n is isomorphic
to ίPc>l\ Equating the dimensions respectively we get the conclusion
stated above.

Corollary 5. 2. Assume that v > 2 and L(X19 ••• , Xv-i, 0)φ0, then we
have: for any n>\

( i ) Ά-Hn = Hn^
όX

(ii) JLH^ = Hcnl\ when L(X) is homogeneous.
3xv

Proof. As in the proof of Theorem 5.1, we may assume that L(X)
contains the term c X[ (c + 0). Let u be an element of Hn-\- Then it

is clear that there exists an element v^Sn such that =u. Then we
3xv

have that —UD)υ = 0. Hence g=L(D)v is an element of £Pn_, depending
3ΛΓ

only on xlt ••• , #v-i (or ^ = 0 , if n<^l). Then, by Theorem 5.1, there
exists an element w^^n which depends only on x19 ••• ,#v-i such that
L(D)w=g. Thus we have that L(D)(v-w) = 0, i.e. υ-w £ Hn. Since

— = 0, we have 3(v~w^=u. This proves (i). (ii) follows from (i) since,
3ΛΓV 3 # V

L(X) being homogeneous, each homogeneous part of a solution polynomial
should also be a solution.

Theorem 5.2. Let L(X) be a homogeneous polynomial and L(X) =
P(X)Q{X) be a factorization. Let H{n) (resp. HT) be the space of those
homogeneous polynomials ux {resp. u2) of degree n such that P{D)u1 = 0
(resp. Q(D)u2 = 0). If P(X) and Q(X) are mutually prime, then we have
that for any n

(Since P(X) and Q(X) should also be homogeneous, this is the same to
say that polynomial solutions of (1.1) decompose in the form (1. 3) with
(1.4).)
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Proof. Since the statement has no sense for *> = 1, we proceed by
induction on v beginning with the case v=2.1(0 When ^=2, homogeneous
polynomial splitting into linear factors, by a suitable real linear trans-
formation of variables we may assume that

P(X) = K - ^ y π . - {Xλ-amχ2γm

Q(X) = ( X ^

Here, {oc19 — ,am} and {β19 ««• ,/βw} are disjoint, since P(X), Q(X) are
mutually prime. Since differential operators are surjective for the space
of polynomials, according to Lemma 3.1, we have only to treat the case

Q(X) = Xx-βX2

where a and β are distinct complex numbers. Now we proceed by induc-
tion on n. For n = 0, Hcn=H^ + H^ is clear. Assuming the statement
for n> let us prove it for n + 1. Take an element u€Hcn+1\ Then

-^-eHcn\ Hence, by the hypothesis of induction, there exist î G H™

v2eH$" such that — = v1+v2. Hence, by Corollary 5.2, there exist
3x2

u^Hi"*1*, u2eH2
n+1> such that ^=v19 —2=^2. Hence — («-« 1 -« 2 )=0.

dx2 dx2 3x2

Thus f=u-~u1—u2 is a homogeneous polynomial of degree (w + 1) depend-
ing only on xx. Since / clearly satisfies

/ should be a constant or of the form cxx. Therefore it only remains
to prove that x^HΫ' + Hp. But since u1=aχ1 + χ2^Hf:> and u2=βx1 +
x2 e H^y we have a desired decomposition:

Now assume that the statement is true for v and let us prove it
for y + 1 (^>2). We may again assume that P(X) and Q(X) are irre-
ducible and distinct homogeneous polynomials. Therefore P(X) = 0 and
Q(X)=0 respectively define two distinct irreducible hypersurfaces VP and
VQ in the ̂ -dimensional complex projective space FV(C) that is realized
as the hyperplane at infinity of Cv + 1. Therefore the sections of VP and
VQ by a general hyperplane F (isomorphic to P^-^C)) are again two

10) The case v=2 cannot be reduced to the case v=l.
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distinct irreducible hypersurfaces in PV_X{C) if ^ > 3 or two disjoint finite
point sets if χ>=2. Such a hyperplane F can be obtained by a linear
transformation from a given coordinate hyperplane and moreover we may
assume that the transformation matrix has real coefficients11^ Thus we
may assume, after a suitable (real) linear transformation of variables,
that X^=0 defines such a hyperplane F. Now we proceed by induction
on n. For n = 0 the statement is clear. Assuming it for n, let us prove

it for n + 1. Let u be an element of Hcn+1\ Then ^ - € H W . Hence

there exist v^H^, v2e H™ such that 'diL=v1Λ-v2. By Corollary 5.2,
όX^

we can find uλeHT+1\ « 2 € # < " + 1 ) such that ^=vlt ^=v2. Thus

(w—u1 — u2) = 0. Thus f=u — u1 — u2 is in Hcn+Ό but is independent of

jcv- According to the above assumption, P(Xly ••• ,Xv-i, 0) and 0 ( X Ί , ••• ,
-Xv-i,0) are mutually prime and, therefore by the induction hypothesis,
there exist f±e H{n+l:>

7 f2eHc

2

n+1:> depending only on xly ••• ,x-»-λ such that
f=f1+f2 Thus we get the desired decomposition

This completes the proof.

Corollary 5. 3. Let P(X) and Q{X) be mutually prime homogeneous
polynomials of two varaibles, then the space of those polynomials u which
are simultaneous solutions of the equations

(5. 5) P(D)u = Q(D)u = 0

constitutes a finite dimensional vector space. More precisely\ if the orders
of P(D) and Q(D) are llf and l2, then polynomial solutions of (5.5) are of
degree at most lx + l2—\.

Proof. We are to show that dim H[n'f] Hc

2

n' = 0y if n>lt + l2. That
is the same to say that HW = H^+H2^ is a direct sum or that

(5. 6) dim Hw = dim H™ + dim H™ .

According to Corollary 5.1 and (5.1),

dim # w - rfW-rfc«-/i-'2> = /i + /2 if n>l, +

dim H™ = dcn'-dcn-1^ = lx if n > I,

dim H™ = dw- dcn~^ = l2 if n > l2.

11) As for these elementary facts from algebraic geometry, see, for instance, [13].



FACTORIZATION OF DIFFERENTIAL OPERATORS 227

Thus we see that (5.6) holds if n>_lλ + l2.

REMARK. If L{X) is not homogeneous, we can easily see, by simple
examples, Hn=Hln + H2n does not hold. That is, to decompose a poly-
nomial solution u of L(D)u = 0, we should use ux and u2 and of higher
degree than that of u.

§ 6. Analytic solutions in a simply connected domain in R2.

It is a classical theorem in function theory that a real harmonic
function defined in a simply connected domain Ω in R2 can be represented
as the real part of a holomorphic function in Ω. This is equivalent to
say that a complex valued continuous function u which satisfies

3x1/

can be decomposed into a sum

u =

with

(—-
\dXl\dx1

The condition that Ω is simply connected is essential as is easily seen
by simple examples.

Since harmonic functions are necessarily (real) analytic, Theorem 6.1
below gives a generalization of the classical fact above.

In this paragraph, for a domain Ω in R2, Jl(Ω) shall denote the
totality of (complex-valued) real analytic functions defined in Ω.

Lemma 6.1. Let Ω be a bounded convex domain in R2 and L(X) be
a non-zero homogeneous polynomial of two variables. Then L(D) is a sur-
jective mapping of <Jl{p) onto itself.

Proof. Since L(X) splits into linear factors we have only to treat
the case where L{X) is of the form

(6.1) L(X) = X1-acX2.

First let us assume that a is not real. Then, L(D) is an elliptic operator.
Let / be an element of Jl(Ω). Since / is in G(β) and Ω is convex,
according to [7], there exists an element ue<5(Ω,) such that L(D)u=f.
But since L(D) is elliptic, u should be in Jl(β) (See [10]). This proves
the surjectivity of L(D). Now if oc is real, by a suitable linear trans-
formation, we may assume that
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L{D) =

Thus, in this case, the surjectivity of L{D) is nothing but that every
fe Jl{Ωi) has a primitive u G Jl(Ω) with respect to xλ. Since Ω is bounded
and convex, such a primitive can be obtained in the form

u(x19x2) = \ x f(t,x2)dt

where \(x2) = ax2-\-b, {ayb: real constants) is so chosen that the inter-
secting points (#515, x^\ (x{2\ x™) of the line x1 — X(x2) = 0 and the boundary
of ί2 attain the two extremal values of the second coordinate, i.e.

= inf x2. xψ = sup x2
Ω Ω

Such choice is possible, since Ω is bounded aud convex.

Theorem 6.1. Let L(X) be a homogeneous polynomial and L{X) =
P(X)Q(X) be a factorization into mutually prime factors. Let Ω be a
simply connected domain in R2. Then every solution u£ Jl(Ω) of (1.1) can
be decomposed into the form

(6.2) u = u,+u2, ulfu2eJl(Ω)

with (1.4).
Further\ if the degree of L{X) is l> then the decomposition (6.2) is

unique up to a certain polynomial of degree at most /—I.

Proof. We proceed as follows. We first prove the decomposability
locally and then extend it in the large by analytic continuation along
polygons in ίλ Since the surjectivity of differential operators is not
known for a general simply connected domain, localization shall be two-
fold.

1) The case when O is convex. According to Lemma 3.1 and
Lemma 6.1, we may assume that

P(D) = Dx-

Q(D) = Dx-βD2

where a and β are distinct complex numbers. Let a = (alf a2) be a point
in O. By a translation of coordinates we may assume that ax = a2 = 0.
Let ueJl(Ω) be a solution of P(D)Q(D)u = 0. Put

fo(x2) = «(0, x2),
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Now chose two analytic functions go(x2) and ho(x2) solutions of the follow-
ing ordinary differential equations in x2

(6.3) (o^-β)D2g0=f1-βD2f0f

(ac-β)D2h0 = OLDJ,-/,

with initial conditions

(6.4) S (O)=/o(O),
*o(O) = 0 .

g0> h0 are analytic functions in x2 defined near the origin. Now consider
the Cauchy problems :

(D1—ocD2)u1 = 0 with ^ ( 0 , x2) = go(x2) > and

(Dx-βD2)u2 = 0 with u2(0, x2) = ho(x2).

According to Cauchy-Kowalevski's theorem, analytic solutions ux and u2

exist in a neighbourhood of the origin. Then

(6.5) v = u — uι — u2

is a solution of the Cauchy problem:

(6.6) P(D)Q{D)υ = 0 , with

v(0, x2) =

In fact, conditions (6. 3) and (6.4) were so chosen that (6.4) should satisfy
(6.6). Hence, according to the uniqueness of solution to the Cauchy
problem, v should vanish in a neighbourhood V of the origin. To sum-
marize, we have shown that for each point αGΩ and for every solution
u of the equation

P(D)Q(D)u = 0, ueJl(Ω),

there exists a circular neighbourhood Vα of α in which u has a decom-
position such that

u = ux + u2y u19u2£ Jl(Vα)

with

P(D)uλ = 0, Q(D)u2 - 0 in Vα.

Consider a covering {K},<=J of Ώ consisting of such circular neighbour-
hoods (/ being an index set). Now we proceed to the global decompo-
sability. Let ueJKβ) be a solution of P(D)Q(D)u = 0. For a pair of
i, j € I, consider the decompositions :
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(6. 7) u = uψ + ι#>, «<", ι#> G

u = «cy>+uψy uf>, uψ <= JL (V»,

with

(6. 8) . P(D)u? = 0, Q{D)uψ - 0 in 7,,

P ( D K ^ = 0, Q(D)u^ = 0 in V) .

If the intersection VtΓ\ Vj is not empty,

(6. 9) w = u^-uψ = -ι# 5+wj»

should satisfy

(6.10) P(D)w = Q(D)w = 0 in V, Π V) .

Since ctφβf this equation implies that M; is a constant on V, Π Vy.
Therefore, adjusting by a constant, we can get a decomposition of w in
the union V{ U F y . Continuing this process, we can extend a given
decomposition in a F, along any polygon starting at a point in F, . The
resulting decomposition should be univalent since Ω is simply connected.

2) The general case. Let L(X) = P(X)Q(X) be the given factorization
into mutually prime factors. We denote by lx and l2 the degrees of P{X)
and Q{X) respectively1^. Consider a covering {7t }ι€jΓ of Ω, consisting of
convex subdomains of ί2. And let w£cJ?(Ω) be a solution of L(D)u = 0.
For each pair of Vi9 Vjy according to case 1), we have decompositions
of the form (6.7) with (6.8). If ^ ί l ^ φψ, then the corresponding
weJliVif] Vj) defined by (6.9) should satisfy (6.10). By a translation
of coordinates we may assume that Vf Π Vj contains the origin (0, 0). Let

(6.11) w =
n—o

be the Taylor expansion of w around the origin. wn denotes the homo-
geneous part of degree n. Since P(X) and Q(X) are homogeneous
polynomials, each term wn should satisfy (6.10). Thus, according to
Corollary 5. 3,

(6.12) wn = 0 if n>lx + l2 = l.

This shows that w should be equal to a polynomial of degree </— 1
around the origin and hence everywhere in F t Π Vj because of its ana-
lyticity. Thus, adjusting by a polynomial of degree <7—1 we can get
a decomposition of u in the union V{ U Vj. Thus, as in the case 1), we

13) Since we know the surjectivity of differential operators only for convex Ω, we cannot
assume here that P(X) and Q(X^) be linear factors.
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can get a global docomposition because of simply-connectedness of ί2.

The last statement in the theorem can be proved by the same argument

as in the above, using the Taylor expansion (6.11) and (6.12). This

completes the proof.

KYOTO UNIVERSITY.
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