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Introduction

Gevrey regularizing effect or analytic regularizing effect for (nonlinear) Schrödinger
equations is studied in [1], [2], [7], [10], and Gevrey regularizing effect for the equa-
tions of Schrödinger type is studied in [3], [4], [5], [6], [9]. Especially, concerning
Gevrey regularizing effect for nonlinear Schrödinger equations

(1)

{
∂ + = ( )

(0 ) = 0( )

the following result is obtained: Assume that the initial data 0( ) belongs to a
Gevrey class of order . Then, the solution ( ) belongs to a Gevrey class of order
max( /2 1) in 6= 0 (in case ( ) is a polynomial, for simplicity). A simple extension
to a higher order of is

(2)

{
∂ + = ( )

(0 ) = 0( )

In this case, we easily obtain that the solution ( ) of (2) belongs to a Gevrey class
of order max(/(2 ) 1) in 6= 0 if the initial data 0( ) belongs to a Gevrey class of
order . In the present paper, we replace in (2) by a semi-elliptic operator and
consider a dispersive equation

(3)

{
≡ ∂ + = ( )

(0 ) = 0( )

Let m = ( 1 2 . . . ) be a vector of even numbers and set|α : m| =∑
=1α / for a multi-indexα = (α1 . . . α ). Then, the operator is defined by

=
∑

|α:m|=1

α
α

where α are real constants and = (1 . . . ) = − ∂/∂ . We assume
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(A.0) is semi-elliptic,

that is, (ξ) =
∑

|α:m|=1 αξ
α is not zero forξ 6= 0.

Now, we introduce some notations. Form = ( 1 2 . . . ), we set =
max{ 1 . . . }, ρ = (ρ1 . . . ρ ) with ρ = / and ρ′ = 1/ . Write =

∂ +
∑

=1 ρ
′ ∂ . Then, we have [ ] = . Denoteλ(ξ) =

(
1 +
∑

=1 ξ
)1/

, a
basic weight function, and denote byλ = { ∈ S ; λ(ξ) ˆ (ξ) ∈ 2} a Sobolev space
with respect toλ(ξ), whose norm‖ ‖λ is ‖λ(ξ) ˆ (ξ)‖ 2. Let κ

λ be a class of sym-
bols ( ξ) satisfying

|∂α
ξ ∂

β ( ξ)| ≤ α βλ(ξ)κ−|α|

and we also use same notationsκλ to a class of pseudo-differential operators =
( ) with a symbol ( ξ) in κ

λ . Then, ∈ κ
λ maps λ to λ −κ (see [8]).

Now, we state our main results. First, we consider the case the non-linear term
( ) is a polynomial of and ¯. In this case we take0 such that 0 satisfies 0 >

µ0/2 for µ0 =
∑

=1 ρ ≡∑ =1 / . In the following, we denote 0 =
∑

=1ρ
′ ∂ .

Theorem 1. Assume(A.0) and that ( ) is a polynomial of and̄ with (0) =
0. Then, for the initial data 0( ) satisfying

(4) ‖ 0 0‖λ 0 ≤ 1 !

there exists a positive constant such that the equation(3) has a unique solu-
tion ( ) in 0([0 ]; λ 0) ∩ 1([0 ]; λ 0− ) and it satisfies ( ) ∈

0([0 ]; λ 0) with an estimate

(5) sup‖ ( )‖λ 0 ≤ !

for any .

For the regularizing effect with respect to the space variables we have

Theorem 2. Let σ = max( / 1) and assume that the assumption inTheorem 1
are valid. Then, under the condition(4) the solution ( ) of (3) satisfies the follow-
ing property: For any ∞-function ϕ( ) there exist constants = ϕ and = ϕ

such that

(6) ‖ϕ( )∂α ( )‖λ 0 ≤ |α| −να!ρσ

holds withν = [ρ · α]∗.

Here, α!ρσ = α1!ρ1σα2!ρ2σ · · ·α !ρ σ ρ · α = ρ1α1 + · · · + ρ α and [ ]∗ is the
smallest integerν such thatν ≥ .
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REMARK 1. When ≤ and = , then ( ) is locally analytic with respect
to .

In case that the nonlinear term ( ) is a general function of and¯, we intro-
duce the following assumption (depending on ).

(A.1) For every positive number , there exist constants = and2 = 2

such that

|∂ ∂
′

¯ ( )| ≤ + ′

2 ! ′! for | | ≤

holds, where∂¯ is the differentiation with respect to the complex conjugate of .

In this case we assume that the constant0 satisfies 0 > µ0/2 and 0 / are inte-
gers for any .

Theorem 3. Assume(A.0) and (A.1) with (0) = 0. Then, for the initial data

0( ) satisfying (4), there exists a positive constant such that the equation(3) has
a unique solution ( ) in 0([0 ]; λ 0) ∩ 1([0 ]; λ 0− ), and it satisfies

( ) ∈ 0([0 ]; λ 0) with the estimate(5) for any .

Theorem 4. Let σ satisfy max( / 1) ≤ σ ≤ and assume that(A.0)
and (A.1)σ with (0) = 0. Then, under the condition(4) the solution ( ) of (3) sat-
isfies the following property: for any ∞-function ϕ( ) there exist constants = ϕ

and = ϕ such that(6) holds withν = [ρ · α]∗.

REMARK 2. In = 2, the problem (3) coincides with the problem (1) and inthis
case Theorems 3 and 4 are already proved in [7]. So, in the following, we always
assume ≥ 4.

REMARK 3. In Theorem 3 and Theorem 4 we assume0 / are integers for
any . We conjecture that this assumption can be removed if we treat the idea of
Bessov spaces.

The outline of the present paper is as follows. In Section 1 wegive preliminaries.
In Section 2 we show the existence of the solution of (3) by using the idea in [7].
Finally, in Section 3, we show the regularizing effect for the solution of (3). Since
the operator is semi-elliptic, we use not homogeneous factorials with respect to the
space variables. So, we emphasize that we have to pay attention to very carefully the
power of constants corresponding to radius of convergence,the power of factorial and
so on, in order to proceed the proof of Theorem 2 and Theorem 4.
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1. Preliminary

As in Introduction, we always denoteµ0 =
∑

=1 ρ ≡∑ =1 / .

Lemma 1.1. Let satisfy > µ0/2. Then, we haveB0 ⊂ λ .

Proof. Using polar coordinates, we know thatλ(ξ)−2 is integrable inR . Hence,
we obtain for ∈ S

| ( )| =
∣∣∣
∫
λ(ξ)− {λ(ξ) ˆ (ξ)} 6 ξ

∣∣∣ ≤
{∫

λ(ξ)−2 6 ξ
}1/2

‖ ‖λ(1.1)

≤ 1‖ ‖λ

This impliesB0 ⊂ λ .

In (1.1) and in what follows, we use6 ξ = (2π)− ξ.

Proposition 1.2. Let 0 satisfy 0 > µ0/2. Then, we have for , ∈ λ 0

(1.2) ‖ ‖λ 0 ≤ 2‖ ‖λ 0‖ ‖λ 0

Proof. We may only prove (1.2) for , ∈ S. Denote |η|m =
∑

=1 |η | / .
Then, we can find a constant0 such that

|λ(ξ − η) − λ(ξ)| ≤ 1
2
λ(ξ) for |η|m ≤ 0λ(ξ)

This implies
∫

1
λ(ξ − η)2 0λ(η)2 0

6 η

=
∫

|η|m≤ 0λ(ξ)

1
λ(ξ − η)2 0λ(η)2 0

6 η +
∫

|η|m≥ 0λ(ξ)

1
λ(ξ − η)2 0λ(η)2 0

6 η

≤ ′
2λ(ξ)−2 0

∫

|η|m≤ 0λ(ξ)

1
λ(η)2 0

6 η + ′
2λ(ξ)−2 0

∫

|η|m≥ 0λ(ξ)

1
λ(ξ − η)2 0

6 η

≤ ′′
2 λ(ξ)−2 0

Now, set ˆ 0(ξ) = λ(ξ) 0 ˆ (ξ) and ˆ 0(ξ) = λ(ξ) 0 ˆ (ξ) for , ∈ S. Then, we have

|̂(ξ)|2 =
∣∣∣
∫
λ(ξ − η)− 0λ(η)− 0 ˆ 0(ξ − η) ˆ 0(η) 6 η

∣∣∣
2

≤
∫
λ(ξ − η)−2 0λ(η)−2 0 6 η

∫
| ˆ 0(ξ − η)|2|ˆ 0(η)|2 6 η

≤ ′′
2 λ(ξ)−2 0

∫
| ˆ 0(ξ − η)|2|ˆ 0(η)|2 6 η
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Multiplying both sides byλ(ξ)2 0 and integrating with respect toξ, we get (1.2).

Lemma 1.3. Let 0 satisfy 0 > µ0/2 and 0 ≡ 0 / be integers for any .
Then, if ∈ 2 satisfies 0 ∈ 2 for = 1 . . . , we have ∈ λ 0 and

(1.3) ‖ ‖λ 0 ≤ 3

{
‖ ‖ +

∑

=1

‖ 0 ‖
}

We note that, for ∈ λ 0 , we have α ∈ 2 with α satisfying ρ · α ≤ 0,
since α ∈ ρ·α

λ . Hence, we get

Corollary 1.4. Suppose that 0 satisfies 0 > µ0/2 and that 0 ≡ 0 / be
integers for any . Then, the norm‖ ‖λ 0 is equivalent to‖ ‖ +

∑
=1 ‖ 0 ‖.

Proof of Lemma. Using Fourier transformation, we have

‖ ‖2
λ 0

= ‖λ(ξ) 0 ˆ (ξ)‖2 =
∫ (

1 +
∑

=1

ξ
)2 0/

| ˆ (ξ)|2 6 ξ

≤ ′
3

∫ (
1 +
∑

=1

ξ
2 0
)
| ˆ (ξ)|2 6 ξ = ′

3

{
‖ ‖2 +

∑

=1

‖ 0 ‖2
}

Hence, we get (1.3).

Lemma 1.5. Let satisfy > µ0 and 1 2 . . . ν+1 be nonnegative constants
such that 1 + · · · + ν+1 ≤ . Then, we have

(1.4)
∫∫

1
λ(ξ − η1) − 1

ν+1∏

=2

1
λ(η −1 − η ) − 6 η̃ν ≤ 4 (η0 = ξ ην+1 = 0)

where η̃ν = (η1 . . . ην ) and 6 η̃ν =6 η1 · · ·6 ην .

Proof. Forν = 2 we have
∫

1
λ(ξ − η) − 1λ(η) − 2

6 η

≤ ′
4

∫

|η|m≤λ(ξ−η)

1
λ(η)2 − 1− 2

6 η + ′
4

∫

|η|m≥λ(ξ−η)

1
λ(ξ − η)2 − 1− 2

6 η

≤ ′′
4

Hence, we get (1.4) forν = 2. For ν ≥ 3 we get (1.4) by induction onν.
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Proposition 1.6. Let 0 satisfy 0 > µ0/2 and 0 / be an integer for each .
Suppose that ( ) ∈ ∞(C; C) satisfies|∂ν∂ν′

¯ ( )| ≤ for ν + ν′ ≤ 0 and | | ≤
. Then, for , ∈ λ 0 , we have ( ) ∈ λ 0 and

(1.5) ‖ ( ) ‖λ 0 ≤ 5 (‖ ‖λ 0)‖ ‖λ 0

where (·) is a polynomial of order 0 and 5 is a constant depending only on
and 0.

Proof. From the differentiation of composite function we have

0 { ( ) } = ( ) 0

+
0∑

=1

∑

ν=1

∑

ν′+ν′′=ν

0 !
( 0 − )!ν′!ν′′!

∂ν′

∂ν′′

¯ ( )

×
∑

1+···+ ν=
≥1

ν′∏

=1

1
!

ν∏

=ν′+1

1
!

¯ · 0 −

Take a constant such that| ( )| ≤ , which is assured by Lemma 1.1. Then, we
have

‖ 0 { ( ) }‖ ≤ ′
5 ‖ ‖λ 0(1.6)

+ ′
5

0∑

=1

∑

ν=1

∑

1+···+ ν=
≥1

∥∥∥
ν∏

=1

· 0 −
∥∥∥

In order to estimate‖∏ν
=1 · 0 − ‖ we set for 1 . . . ν satisfying 1+· · ·+ ν =

0 −

(ξ η̃ν) =
ν∏

=1

λ(η −1 − η ) 0−ρ · λ(ην) 0−ρ ( 0 − )

with η̃ν = (η1 . . . ην ), η0 = ξ and ρ = / 0 . Then, we have

∣∣∣F
[ ν∏

=1

· 0 −
]
(ξ)
∣∣∣(1.7)

=
∣∣∣
∫∫ ν∏

=1

{
(η −1 − η ) ˆ (η −1 − η )

}{
(ην) 0 − ˆ(ην)

}
6 η̃ν

∣∣∣

≤
∣∣∣
∫∫

(ξ η̃ν)−1
ν∏

=1

ˆ 0(η
−1 − η ) · ˆ 0(η

ν) 6 η̃ν
∣∣∣



GEVREY REGULARIZING EFFECT 917

≤
{∫∫

(ξ η̃ν)−2 6 η̃ν
}1/2

×
{∫∫ ν∏

=1

| ˆ 0(η
−1 − η )|2 · |ˆ 0(η

ν)|2 6 η̃ν
}1/2

Since an inequality
∫

(ξ η̃ν)−2 6 η̃ν ≤ 4

holds from Lemma 1.5, we get

∥∥∥
ν∏

=1

· 0 −
∥∥∥

2
≤ 4‖ ‖2ν

λ 0
‖ ‖2

λ 0

by squaring both sides of (1.7) and integrating with respectto ξ. This yields

‖ 0 { ( ) }‖ ≤ 6 (‖ ‖λ 0)‖ ‖λ 0

with (1.6). Now, we use Corollary 1.4. Then, we have

‖ ( ) ‖λ 0 ≤ 7

{
‖ ( ) ‖ +

∑

=1

‖ 0 { ( ) }‖
}

≤ ( + 1) 7 6 (‖ ‖λ 0)‖ ‖λ 0

This proves Lemma 1.6.

Finally, we quote two lemmas from [7].

Lemma 1.7. There exists a constant8 without depending on such that

(1.8)
∑

′+ ′′=

1
( ′ + 1)2( ′′ + 1)2

≤ 8
1

( + 1)2

Lemma 1.8. For a multi-indexβ and an integer we assume that the integers
µ (≥ 1) ( = 1 . . . ) satisfyµ1 + · · · + µ = |β| + . Then, we have

β! !
∑

β1+···+β =β
1+···+ =
|β |+ =µ

∏

=1

(|β | + )!
β ! !

= (|β| + )!
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2. Existence of the solution

In this section we prove Theorem 3 by using Proposition 1.2 and Proposition 1.6.
Then, we can prove Theorem 1 by the same method only by using Proposition 1.2.
So, throughout this section we always assume that0 satisfies 0 > µ0/2 and that

0 / are integers for any . Since we can prove Theorem 3 by the same method
of proving Theorem 1.1 in [7], we only give outline of the proof.

First, for a vector field with analytic coefficients inR or [0 ]×R we define
a function space ( ; λ 0) by

( ; λ 0) = { ∈ λ 0 ; ‖ ‖ ( ; λ 0 ) <∞}

or

( ; λ 0) = { = ( ) ∈ ∞([0 ] ; λ 0) ;

‖ ( )‖ ( ; λ 0 ) <∞ for any }

with

‖ ‖ ( ; λ 0 ) = ‖ ‖λ 0 +
∞∑

=1

−1‖ ‖λ 0

!( − 1) −1

Especially, for = ∂ +
∑

=1 ρ
′ ∂ we denote ( ; λ 0) by G ( ), ‖ ‖ ( ; λ 0)

by ‖ ‖G ( ) and set

||| |||G ( ) = sup
∈[0 ]

‖ ‖G ( )

Next, we write‖ ‖′G ( ) = ‖ ‖G ( ) − ‖ ‖λ 0 . Then, as in Lemma 2.3 in [7], we have

Lemma 2.1. Let ( ) be a ∞-function satisfying(A.1) and suppose that ≡
( ) belongs to ( ; λ 0) for a constant . Then, there exists a constant1 de-

pending on such that an inequality

‖ ( )‖′G ( 1) ≤
9‖ ‖′G ( 1)

1− 10 1‖ ‖′G ( 1)

holds with constants 9 and 10 depending only , ‖ ‖λ 0 , 0 and .

Now, we give the outline of the proof of Theorem 3.

Proof of Theorem 3. Consider a linearized equation with respect to (3):

(2.1)

{
≡ ∂ + = ( )

(0 ) = 0( )
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Then, the solution of (2.1) is written as

= 0 + −1
∫

0

( − ) ( ( ))

with the evolution operator for∂ + . Since is defined by =
∑

|α:m|=1 α
α

with real coeffients α, an operator maps λ to itself for any with the estimate
‖ ‖λ = ‖ ‖λ . This implies

(2.2) ‖ ‖λ 0 ≤ ‖ 0‖λ 0 + ‖ ( )‖λ 0

Now, we use [ ] = . Then, from (2.1) we have with0 =
∑

=1ρ
′ ∂

{
= ( + 1) ( )

( )| =0 = 0 0

which yields

‖ ‖λ 0 ≤ ‖ 0 0‖λ 0 + ‖( + 1) { ( )}‖λ 0

Combine this with (2.2) and Lemma 2.1. Then, for0 ∈ ( 0; λ 0), there exists a
constant 1 (< ) such that

‖ ‖G ( 1) ≤ ‖ 0‖
1
( 0; λ 0) + ‖ ( )‖

1
( +1; λ 0)(2.3)

≤ ‖ 0‖ ( 0; λ 0 ) + 1 ‖ ( )‖G ( 1)

≤ ‖ 0‖ ( 0; λ 0 ) + 1 {‖ ( )‖λ 0 + ‖ ( )‖′G ( 1)}

≤ ‖ 0‖ ( 0; λ 0 ) + 1

{
11‖ ‖λ 0 +

9‖ ‖′G ( 1)

1− 10 1‖ ‖′G ( 1)

}

Set = 2‖ 0‖ ( 0; λ 0) and writeG ( ) = { ∈ ∞([0 ] ; G ( )) ; ||| |||G ( ) ≤
}. Then, denoting by the mapping which corresponds to the solution of (2.1),

the inequality (2.3) shows that mapsG ( 1 ) into G ( 1 ), if we take small
enough. Moreover, using Lemma 2.1 again, we can prove that

||| − |||G ( 1) ≤ 12 ||| − |||G ( 1) for ∈ G ( )

with a constant 12 independent of , and . Hence, if we retake a constant such
that 12 < 1, is a contraction mapping fromG ( 1 ) to G ( 1 ), and we get
a solution of (3). This proves Theorem 3.

3. Local Gevrey regularizing property

As in Section 2 we only prove Theorem 4. Then, we can prove Theorem 2 by
the same method. So, throughout this section we always assume that 0 satisfies 0 >
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µ0/2 and that 0 / are integers for any . Now, let ( ) be a solution con-
structed in Theorem 3. Then, since [ ] = , we have

= ( + 1) { ( )}

which implies

= − ∂ + ( + 1) { ( )}(3.1)

= − 1 +1 +
1∑

=1

ρ′ ∂ + ( + 1) { ( )}

since∂ = (1/ ) − (1/ )
∑

=1 ρ
′ ∂ .

Proposition 3.1. Let ( ) be a solution of(3). Then, for an integer 0 and a
∞
0 -functionϕ( ), there exist constants 13 and 14 such that

‖ϕ( ) ‖λ 0+1 ≤ 13
−1( + 1)! ! −1 · 1

( + 1)2
(3.2)

‖ϕ( ) ‖λ 0+ν ≤ 14
+ν−2 1−ν ( + ν − 1)! ( + ν − 2)! −1 · 1

( + 1)2
(3.3)

hold for 2 ≤ ν ≤ 0 in (3.3) and for all integer in(3.2) and (3.3).

For the proof we prepare two lemmas.

Lemma 3.2. Assume that(3.2) and (3.3) hold for 2 ≤ ν ≤ . Then, we have
for a ∞

0 -functionχ( ) with χ ⋐ ϕ

‖χ( ) { ( )}‖λ 0+ ≤ 15
+ −1 −(3.4)

× ( + )! ( + − 1)! −1 · 1
( + 1)2

with a constant 15 depending onϕ( ), χ( ) and and independent on .

Here, for two ∞
0 -functionsϕ( ) andχ( ), χ ⋐ ϕ means thatϕ( ) = 1 on suppχ.

Lemma 3.3. Assume that the following hold for ∞
0 -functionsψ( ) and ϕ( )

with ϕ ⋐ ψ

‖ψ( ) ‖λ µ ≤ 16
+ ′−1 − 1( + ′)! ( + ′ − 1)! −1 · 1

( + 1)2
(3.5)

‖ϕ( ) { ( )}‖λ µ ≤ 17
+ ′′−1 − 2( + ′′)! ( + ′′ − 1)! −1 · 1

( + 1)2
(3.6)
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Then, we have

‖ϕ( )ν ‖λ µ+ν ≤ 18 ν
+ ˜ −1 − ′

( + ˜ )! ( + ˜ − 1)! −1 · 1
( + 1)2

(3.7)

for ν ≤

with ′ = ( 1 + 1) ∨ 2 (for ν ≤ /2), ′ = {( 1 + 1) ∨ 2} + 1 (for ν > /2) and
˜ = ( ′ + 1)∨ ′′, where 1 ∨ 2 = max( 1 2).

In order to fix the constant in (3.2)–(3.7), we prepare

‖ ‖λ 0 ≤ 19
−1 ! ( − 1)! −1 · 1

( + 1)2
(3.8)

‖ { ( )}‖λ 0 ≤ 20
−1 ! ( − 1)! −1 · 1

( + 1)2
(3.9)

|∂ ′

∂
′′

¯ ( )| ≤ 21
′+ ′′

1
′! ′′! ( ′ + ′′ − 1)! −1(3.10)

which is assured by the assumption and the result in the previous section. Then, the
constant in (3.2)–(3.7) is always taken such that (3.8), (3.9) and

(3.11) 1 2 8 19<

hold with the constants 2 and 8 in (1.2) and (1.8). Now, we start to prove Proposi-
tion 3.1 and Lemmas 3.2–3.3. First, admitting Lemmas 3.2 and3.3, we prove Propo-
sition 3.1.

Proof of Proposition 3.1. From (3.8) and (3.9), we have (3.5)and (3.6) with

1 = 2 = 0, ′ = ′′ = 0 andµ = 0. In this case we can takeψ( ) = 1 instead
of the function with compact support. Hence, applying Lemma3.3, we get for any

∞
0 -function ϕ1( ) and for anyν ≤

‖ϕ1( )ν ‖λ 0+ν ≤ 22 ν
− ′

( + 1)! ! −1 · 1
( + 1)2

with ′ = 1 (ν ≤ /2) and ′ = 2 (ν > /2). This implies (3.2) and (3.3) for 2≤
ν ≤ , since ≥ 4. In order to prove (3.3) for < ν ≤ 0 , we take ∞

0 -functions
ϕ ( ) = 2 . . . 0 satisfying

ϕ1 ⋑ ϕ2 ⋑ · · · ⋑ ϕ 0

and prove

‖ϕ ( ) ‖λ 0+ν ≤ 23
+ν−2 1−ν( + ν − 1)! ( + ν − 2)! −1 · 1

( + 1)2
(3.12)

for 2 ≤ ν ≤
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by induction on . Now, we assume (3.12). Then, from (3.2) and (3.12) we get (3.4)
with χ( ) = ϕ +1( ) from Lemma 3.2. This implies (3.6) withϕ( ) = ϕ +1( ), µ =

0 + , 2 = and ′′ = . Moreover, from (3.12) withν = , an inequality
(3.5) holds withψ( ) = ϕ ( ), µ = 0 + , 1 = − 1 and ′ = − 1. Hence,
from Lemma 3.3 we get

‖ϕ +1( )ν ‖λ 0+ +ν ≤ 24 ν
+ −1 − ′

( + )! ( + − 1)! −1 · 1
( + 1)2

for ν ≤

with ′ = (ν ≤ /2), ′ = + 1 (ν > /2). This proves that the inequal-
ity (3.12) holds for +1≤ ν ≤ ( +1) with ϕ replaced byϕ +1, and hence, we
get (3.12) with replaced by +1. Summing up, by the induction on we get (3.3)
for 2 ≤ ν ≤ 0 from (3.12).

Proof of Lemma 3.2. Using

λ(ξ) =
∑

|β′|≤

!
( − |β′|)! β′!

ξ
β′

1 1

1 · · · ξβ′

we write

‖χ( ) { ( )}‖λ 0+ ≤ 25

∑

|β:m|≤
‖ βχ { ( )}‖λ 0

≤ 25

∑

|β:m|≤

∑

γ≤β

(
β
γ

)
‖( β−γχ) γ { ( )}‖λ 0

For convenience of the notation below, we set ˜ϕ0( ) = 1 and ϕ̃γ( ) = ϕ( ) for γ 6= 0.
Then, we have from (3.8), (3.2) and (3.3) for 2≤ ν ≤





‖ϕ̃0( ) ‖λ 0 ≤ 19
−1 ! ( − 1) −1 · 1

( + 1)2

‖ϕ̃γ( ) ‖λ 0+[ρ·γ]∗ ≤ 26
+[ρ·γ]−1 −[ρ·γ]

× ( + [ρ · γ])! ( + [ρ · γ] − 1)! −1 · 1
( + 1)2

for 0< |γ| ≤

Here, we used [ρ · γ]∗ ≤ [ρ · γ] + 1 and ρ · γ = 1 if [ρ · γ]∗ = 1. Hence, for +|γ| ≥ 1
we get fromχ ⋐ ϕ̃γ , Proposition 1.6 and (3.10)

‖( β−γχ) γ { ( )}‖λ 0

≤
+|γ|∑

=1

∑

′+ ′′=

γ! !
′! ′′!

∥∥∥( β−γχ)∂
′

∂
′′

¯ ( )
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×
∑

1+···+ =
γ1+···+γ =γ

+|γ |≥1

′∏

=1

1
γ ! !

γ
∏

= ′+1

1
γ ! !

γ ¯
∥∥∥

λ 0

=
+|γ|∑

=1

∑

′+ ′′=

γ! !
′! ′′!

∥∥∥( β−γχ)∂
′

∂
′′

¯ ( )

×
∑

1+···+ =
γ1+···+γ =γ

+|γ |≥1

′∏

=1

1
γ ! !

γ ϕ̃γ ( )
∏

= ′+1

1
γ ! !

γ ϕ̃γ ( ) ¯
∥∥∥

λ 0

≤ 27

+|γ|∑

=1

γ! ! · 21 1
−1

2 ( − 1)! −1

×
∑

1+···+ =
γ1+···+γ =γ

+|γ |≥1

∏

=1

∥∥∥ 1
γ ! !

ϕ̃γ ( )
∥∥∥

λ 0+[ρ·γ ]∗

≤ 27 21

+|γ|∑

=1

! ( − 1)! −1
1

−1
2

|γ|
26

( −|γ|)+

19

( ∑

γ1+···+γ =γ

γ!
γ1! · · · γ !

)

× max
γ

∑

1+···+ =

∏

=1

( + [ρ · γ ])!
!

+[ρ·γ ]−1 −[ρ·γ ]

× ( + [ρ · γ ] − 1)! −1 · 1
( + 1)2

≤ ′
27 21

−1
2 ( 26/ 19)|γ| ! + −

×
+|γ|∑

=1

(
1 2 19

)
|γ| · ( + )!

!

× ( + − 1)! −1
∑

1+···+ =

1
( + 1)2

≤ 28
+ − ( + )! ( + − 1)! −1 · 1

( + 1)2

×
+|γ|∑

=1

(
1 2 8 19

)
|γ|
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This proves (3.4), since we have from (3.11)

+|γ|∑

=1

(
1 2 8 19

)
|γ| ≤ 29

−1

Proof of Lemma 3.3. We prove (3.7) by the induction onν. For ν = 0 the in-
equality (3.7) holds if we regardϕ( )0 as ψ( ). So, we assume that (3.7) holds for
ν′ < ν and prove (3.7). Since =

∑
|α:m|=1 α

α ∈ λ is semi-elliptic, we have

‖ϕ( )ν ‖λ µ+ν ≤ 30{‖ ϕ( )ν ‖λ µ+ν− + ‖ϕ( )ν ‖λ µ+ν− }(3.13)

≤ 30

{
‖ϕ( )ν ‖λ µ+ν− +

∑

|α:m|=1

‖[ α
α ϕ( )ν ] ‖λ µ+ν−

+ ‖ϕ( )ν ‖λ µ+ν−
}

Use [ α
α ϕ( )ν] = − α

∑
0<β≤α(−1)|β|

( α
β

) α−β{ βϕ( )ν} and

α−β ∈ ρ·(α−β)
λ ⊂ −[ρ·β]

λ

Then, we have

‖[ α
α ϕ( )ν ] ‖λ µ+ν− ≤ 31

∑

0<β≤α

‖{ βϕ( )ν} ‖λ µ+ν−[ρ·β]

and, in caseν − [ρ · β] ≤ 0, we have fromϕ ⋐ ψ, βϕ( )ν ∈ 0
λ and (3.5)

‖{ βϕ( )ν} ‖λ µ+ν−[ρ·β] = ‖{ βϕ( )ν}ψ( ) ‖λ µ+ν−[ρ·β]

≤ 32‖ψ( ) ‖λ µ

≤ 32 16
+ ′−1 − 1( + ′)! ( + ′ − 1)! −1 · 1

( + 1)2

For the caseν − [ρ · β] > 0, we write βϕ( )ν = ϕν βϕ
ν−|β| = ϕν βϕ

[ρ·β]−|β|ϕν′

with
a functionϕν β( ) and ν′ = ν − [ρ · β]. Then, noting|β| < ν andϕν βϕ

[ρ·β]−|β| ∈ 0
λ,

an inequality

‖{ βϕ( )ν} ‖λ µ+ν−[ρ·β] ≤ 33‖ϕ( )ν
′ ‖λ µ+ν′

≤ 33 18ν′
+ ˜ −1 − ′

( + ˜ )! ( + ˜ − 1)! −1 · 1
( + 1)2

holds by the assumption of the induction. In order to estimate the last term of (3.13),
we useϕ ⋐ ψ, ϕ( )ν ∈ 0

λ and (3.5) again. Then, we have

‖ϕ( )ν ‖λ µ+ν− ≤ 34 16
+ ′−1 − 1( + ′)! ( + ′ − 1)! −1 · 1

( + 1)2
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Summing up, we get

‖ϕ( )ν ‖λ µ+ν ≤ 30

{
‖ϕ( )ν ‖λ µ+ν−(3.14)

+ 35
+ ˜ −1 − ′

( + ˜ )! ( + ˜ − 1)! −1 · 1
( + 1)2

}

Now, we use (3.1). Then, we have

‖ϕ( )ν ‖λ µ+ν− ≤ 1‖ϕ( )ν +1 ‖λ µ+ν−

(3.15)

+
∑

=1

1‖ϕ( )ν ∂ ‖λ µ+ν− + ‖ϕ( )ν( + 1) { ( )}‖λ µ+ν−

We estimate each term of (3.15). For the first term we get

1‖ϕ( )ν +1 ‖λ µ+ν− =
1‖ϕ( )νψ( ) +1 ‖λ µ+ν−(3.16)

≤ 36
1‖ψ( ) +1 ‖λ µ

≤ 36 16
+ ′ − 1−1( + ′ + 1)! ( + ′)! −1 · 1

( + 1)2

from (3.5). In order to estimate the second term of (3.15), wedivide into two cases
ν ≤ /2 andν > /2. Then, for the caseν ≤ /2, we get from (3.5)

1‖ϕ( )ν ∂ ‖λ µ+ν− =
1‖ϕ( )ν ∂ ψ( ) ‖λ µ+ν−(3.17)

≤ 37
−1‖ψ( ) ‖λ µ

≤ 37 16
+ ′−1 − 1−1( + ′)! ( + ′ − 1)! −1 · 1

( + 1)2

since we have∂ ∈ ρ
λ and ν− +ρ = ν− + / ≤ /2− + /2 = 0. For the

case ofν > /2, we use (3.7) withν = /2, the assumption of the induction. Then,
we have

1‖ϕ( )ν ∂ ‖λ µ+ν−(3.18)

≤ 1{‖ ∂ ϕ( )ν ‖λ µ + ‖ {∂ ϕ( )ν} ‖λ µ}

≤ 38
−1‖ϕ( ) /2 ‖λ µ+ /2

≤ 38 18 /2
+ ˜ −1 −{( 1+1)∨ 2}−1( + ˜ )! ( + ˜ − 1)! −1 · 1

( + 1)2
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Finally, we get from (3.6)

‖ϕ( )ν ( + 1) { ( )}‖λ µ+ν− ≤
∑

′=0

(
′

)
‖ϕ( )ν

′{ ( )}‖λ µ(3.19)

≤ 39 17
+ ′′−1 − 2( + ′′)! ( + ′′ − 1)! −1 · 1

( + 1)2

Summing up, we have proved (3.7) from (3.14)–(3.19).

Now, we proceed to prove Theorem 4. From Proposition 3.1 we can estimate
∂β locally for β satisfying |ρ · β| ≤ if we take 0 = in Proposition 3.1.
Especially, taking a ∞

0 -function ϕ( ) and a constant 0 appropriately, the following
inequality holds forβ satisfying ≤ [ρ · β]∗ ≤

(3.20) ‖ϕ( )ν−1∂β ‖λ 0 ≤ ν+ +1−
0

1−ν− (ν + − )!σ ! −σ (ν = [ρ · β]∗)

In fact, taking another ∞
0 -functionsψ( ) with ϕ ⋐ ψ and usingϕ( )ν−1∂β ∈ ρ·β

λ

we get

‖ϕ( )ν−1∂β ‖λ 0 = ‖ϕ( )ν−1∂βψ( ) ‖λ 0 ≤ 40‖ψ( ) ‖λ 0+ν

≤ 40 14
+ν−2 1−ν( + ν − 1)! ( + ν − 2)! −1 · 1

( + 1)2

≤ 40 14
ν+ −2 1−ν− (ν + )!σ ( + )! −σ

≤ 40 14
ν+ −2 1−ν− ν+

3 (ν + − )!σ ! −σ

= 40 14
−2

3 ( 3)ν+ − 1−ν− (ν + − )!σ ! −σ

from (3.3) with ϕ( ) replaced byψ( ). Hence, taking 0 such that 3 ≤ 0 and

40 14
−2

3 ≤ 0, we get (3.20). In the following, we prove (3.20) for any
ν = [ρ ·β]∗. Then, as see below, the inequalities (3.20) and (3.2)–(3.3) implies (6). So,
it remains to estimate (3.20) for [ρ ·β]∗ > . In order to do so, we shall employ the
induction onν.

Now, we assumeν = [ρ · β]∗ > . Then, there exists such thatβ ≥ . Set
γ = with a unit vector with the -th element = 1, and setβ′ = β − γ and
ν′ = ρ · β′. Then, we haveν′ = ν − . Write

(3.21) ϕ( )ν−1∂β = ∂γϕ( )ν−1∂β′

+ [ϕ( )ν−1 ∂γ ]∂β′

and estimate each term of the right hand side of the above identity.

Lemma 3.4. Assume that(3.20) holds for ν′ < ν. Then, we have

(3.22) ‖[ϕ( )ν−1 ∂γ ]∂β′ ‖λ 0 ≤ 41
ν′+
0

1−ν′− − (ν′ + )!σ ! −σ
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Proof. Since

[ϕ( )ν−1 ∂γ ] = −
∑

γ′≤γ
γ′ 6= 0

( γ
γ′

) |γ′|∑

=1

(ν − 1)!
(ν − 1− )!

ϕγ′ ( )ϕ( )ν−1− ∂γ−γ′

holds with functionsϕγ′ ( ) independent ofν, we have

‖[ϕ( )ν−1 ∂γ ]∂β′ ‖λ 0(3.23)

≤ ′
41

∑

γ′≤γ
γ′ 6= 0

|γ′|∑

=1

(ν − 1)!
(ν − 1− )!

‖ϕγ′ ( )ϕ( )ν−1− ∂β′+γ−γ′ ‖λ 0

Setµ = [ρ · (β′ + γ − γ′)]∗. Then, sinceµ ≤ ν − |γ′| ≤ ν′ + − , we have

(ν − 1)!
(ν − 1− )!

‖ϕγ′ ( )ϕ( )ν−1− ∂β′+γ−γ′ ‖λ 0

=
(ν − 1)!

(ν − 1− )!
‖{ϕγ′ ( )ϕ( )ν− −µ}ϕ( )µ−1∂β′+γ−γ′ ‖λ 0

≤ (ν′ + − 1)!
(ν′ + − 1− )!

′′
41

µ+ +1−
0

1−µ− − (µ + − )!σ ! −σ

≤ {2 (ν′ + ) · · · (ν′ + + 1− )}
× ′′

41
ν′− + +1
0

1−(ν′+ − )− (ν′ − + )!σ ! −σ

≤ 2 ′′
41

ν′+
0

1−ν′− − (ν′ + )!σ ! −σ

Combining this with (3.23), we get (3.22).

Next, we estimate the λ 0-norm of the first term of (3.21) by using the semi-
ellipticity of and (3.1). Then, we have

‖∂γϕ( )ν−1∂β′ ‖λ 0 ≤ ‖ϕ( )ν−1∂β′ ‖λ 0+(3.24)

≤ 42{‖ ϕ( )ν−1∂β′ ‖λ 0 + ‖ϕ( )ν−1∂β′ ‖λ 0}
≤ 42{‖ϕ( )ν−1∂β′ ‖λ 0 + ‖[ ϕ( )ν−1]∂β′ ‖λ 0

+ 43‖ϕ( )ν
′−1∂β′ ‖λ 0}

≤ 42

{
−1‖ϕ( )ν−1∂β′ +1 ‖λ 0 + −1

∑

=1

‖ϕ( )ν−1∂β′

∂ ‖λ 0

+ ‖ϕ( )ν−1∂β′

( + 1) { ( )}‖λ 0

+ ‖[ ϕ( )ν−1]∂β′ ‖λ 0

}



928 K. TANIGUCHI

+ 42 43
ν′+ +1−
0

1−ν′− (ν′ + − )!σ ! −σ

We estimate each term in the last member of (3.24).

Lemma 3.5. Assume that(3.20) holds for ν′ < ν. Then, we have

(3.25) ‖[ ϕ( )ν−1]∂β′ ‖λ 0 ≤ 44
ν′+
0

1−ν′− − (ν′ + )!σ ! −σ

We can prove this lemma by the same method as in the proof of Lemma 3.4.

Lemma 3.6. Let σ satisfyσ ≥ / . Assume that(3.20) holds for ν′ < ν. Then,
the inequality

(3.26) ‖ϕ( )ν−1∂β′ +1 ‖λ 0 ≤ 45
ν′+
0

2−ν′− − (ν′ + )!σ ! −σ

holds.

Proof. Noteν′ ≥ . Then, sinceσ ≥ / , we have

( + 1) −σ ≤ ( + 1)( −1)σ

≤
−1∏

=1

( + 1 +ν′ − + ) =
∏

=2

(ν′ + + − )

Hence, we get from (3.20)

‖ϕ( )ν−1∂β′ +1 ‖λ 0 ≤ ′
45‖ϕ( )ν

′−1∂β′ +1 ‖λ 0

≤ ′
45

ν′+( +1)+1−
0

1−ν′−( +1)(ν′ + + 1− )!σ ( + 1)! −σ

≤ ′
45

ν′+
0

−ν′− (ν′ + )!σ ! −σ

This yields (3.26) from ≥ 2.

Lemma 3.7. Assume that(3.20) holds for ν′ < ν. Then, we have

(3.27) ‖ϕ( )ν−1∂β′

∂ ‖λ 0 ≤ 46
ν′+
0

2−ν′− − (ν′ + )!σ ! −σ

Proof. Write

‖ϕ( )ν−1∂β′

∂ ‖λ 0 ≤ ‖ϕ( )ν−1 ∂ ∂β′ ‖λ 0 + β ‖ϕ( )ν−1∂β′ ‖λ 0

and setµ = [ρ ·β′ +ρ ]∗. Then, sinceρ = / and ≥ 2, we haveµ ≤ ν′ + −1.
Hence, we obtain from the boundedness of suppϕ

‖ϕ( )ν−1∂β′

∂ ‖λ 0
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≤ ′
46{‖ϕ( )µ−1∂ ∂β′ ‖λ 0 + β ‖ϕ( )ν

′−1∂β′ ‖λ 0}
≤ ′

46{ µ+ +1−
0

1−µ− (µ + − )!σ ! −σ

+ β ν′+ +1−
0

1−ν′− (ν′ + − )!σ ! −σ}
≤ ′′

46
ν′+
0

2−ν′− − (ν′ + )!σ ! −σ

This yields (3.27).

Lemma 3.8. Let ( ) be a function satisfying(A.1)σ and assume that(3.20)
holds for ν′ < ν. Then, an inequality

(3.28) ‖ϕ( )ν−1∂β′

( + 1) { ( )}‖λ 0 ≤ 47
ν′+
0

1−ν′− − (ν′ + )!σ ! −σ

holds.

Proof. Since we have

‖ϕ( )ν−1∂β′

( + 1) { ( )}‖λ 0 ≤
∑

′=0

(
′

)
‖ϕ( )ν−1∂β′ ′{ ( )}‖λ 0

we may only prove

(3.29) ‖ϕ( )ν−1∂β′ { ( )}‖λ 0 ≤ 48
ν′+
0

1−ν′− − (ν′ + )!σ ! −σ

in order to prove (3.28). So, in the following, we prove (3.29). For β′′ satisfying ≤
ν′′ = [ρ · β′′]∗ < ν we have from (3.20), ≥ 3 andν′′ ≤ [ρ · β′′] + 1

‖ϕ( )ν
′′−1∂β′′ ‖λ 0 ≤ ν′′+ +1−

0
1−ν′′− (ν′′ + − )!σ ! −σ

≤ [ρ·β′′]+ +2−
0

−[ρ·β′′]− ([ρ · β′′] + 1 + − )!σ ! −σ

≤ 49
[ρ·β′′]+ −1
0

−[ρ·β′′ ]− ([ρ · β′′] + )! ([ρ · β′′] + − 1)!σ−1 ! −σ

× 1
(|β′′| + + 1)2

since (|β′′|+ + 1)2 ≤ 49([ρ ·β′′] + −1)([ρ ·β′′] + ) holds for some constant49. This
yields

‖ϕ( )(ν′′−1)∨1∂β′′ ‖λ 0(3.30)

≤ 49
[ρ·β′′]+ −1
0

−[ρ·β′′]− ([ρ · β′′] + )! ([ρ · β′′] + − 1)!σ−1 ! −σ

× 1
(|β′′| + + 1)2
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for β′′ satisfying ≤ ν′′ = [ρ ·β′′]∗ < ν. Moreover, from (3.2) and (3.3) we get (3.30)
for β′′ satisfying 1≤ ν′′ = [ρ · β′′]∗ < with an appropriate constant 0. We also
use

(3.31) ‖ ‖λ 0 ≤ 49
−1

0
− ! ( − 1)!σ−1 ! −σ · 1

(|β′′| + + 1)2

which is guaranteed in the previous section.
Now, we use the differentiation of composite function. Then, writing ϕ̃0( ) = 1

and ϕ̃β( ) = ϕ( ) for β 6= 0 we have

‖ϕ( )ν−1∂β′ { ( )}‖λ 0

≤
|β′|+∑

=1

∑

′+ ′′=

∑

β1+···+β =β′

1+···+ =
|β |+ ≥1

β′! !
′! ′′!

∥∥∥ϕ( )ν−ν̄ (β̃ )−1∂
′

∂
′′

¯ ( )

×
′∏

=1

1
β ! !

ϕ̃β ( )(ν −1)∨1∂β

×
∏

= ′+1

1
β ! !

ϕ̃β ( )(ν −1)∨1∂β ¯
∥∥∥

λ 0

with ν = [ρ · β ]∗, and ν̄ (β̃ ) =
∑

{ ; β 6= 0}{(ν − 1) ∨ 1} for β̃ = (β1 . . . β ).

Since we can prove 0≤ ν − ν̄ (β̃ ) ≤ − 1 there exists a constant50 such that
‖ϕν−ν̄ (β̃ )−1 ‖λ 0 ≤ 50‖ ‖λ 0 for ∈ λ 0. Hence, using Proposition 1.2 and
Proposition 1.6 we have from (3.30) and (3.31)

‖ϕ( )ν−1∂β′ { ( )}‖λ 0 ≤ 51

∑

=1

· β′! ! 1 !σ−1

× 50

∑

β1+···+β =β′

1+···+ =
|β |+ ≥1

−1
2

∏

=1

1
β ! ! 49

[ρ·β ]+ −1
0

−[ρ·β ]− ([ρ · β ] + )!

× ([ρ · β ] + − 1)!σ−1 ! −σ/(|β | + + 1)2

Note [ρ · β1] + · · · + [ρ · β ] ≤ [ρ · β′]∗ = ν′. Then, we have from Lemma 1.8

‖ϕ( )ν−1∂β′ { ( )}‖λ 0

≤ ′
50

−1
2

ν′+
0

−ν′−
+|β′|∑

=1

(
1 2 49 50

0

)
(ν′ + )!σ−1 ! −σ
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×
∑

µ1+···+µν=|β′|+
µ ≥1

{
β′! !

∑

β1+···+β =β′

1+···+ =
|β |+ =µ

∏

=1

(|β | + )!
! β !

×
∏

=1

([ρ · β ] + )!
(|β | + )!

1
(µ + 1)2

}

≤ ′
50

−1
2

ν′+
0

−ν′− (ν′ + )!σ−1 ! −σ

+|β′|∑

=1

(
1 2 49 50

0

)

×
∑

µ1+···+µν=|β′|+
µ ≥1

(|β′| + )!
(ν′ + )!

(|β′| + )!

∏

=1

1
(µ + 1)2

≤ ′
50

−1
2

−1
8

ν′+
0

1−ν′− − (ν′ + )!σ ! −σ

×
+|β′|∑

=1

(
1 2 49 50 8

0

)
· 1

(|β′| + )2

This proves (3.29) and hence (3.28) if we take0 such that 1 2 49 50 8< 0.

Now, we are prepared to prove Theorem 4.

Proof of Theorem 4. Letϕ( ) be a ∞
0 -function. Then, from (3.2) and (3.3)

with 2 ≤ ν ≤ we have forβ satisfying |ρ · β| ≤

(3.32) ‖ϕ( )∂β ‖λ 0 ≤ ν+1
0

−νν!σ (ν = [ρ · β]∗)

Now, let ν > . Then, if we assume (3.20) holds forβ satisfying [ρ · β]∗ < ν, we
have from (3.21), (3.24) and Lemmas 3.4–3.8

‖ϕ( )ν−1∂β ‖λ 0 ≤ { 41 + 42( 45 + 46 + 47 + 44 + 43)}
× ν′+

0
1−ν′− − (ν′ + )!σ ! −σ

with ν′ = ν− = [ρ·β]∗− . Retake the constant 0 so large such that 41+ 42( 45+

46+ 47+ 44+ 43) ≤ 0. Then, we have (3.20) forβ satisfying|ρ·β| = ν, and hence,
by the induction, we have (3.20) for anyβ with |ρ · β| ≥ . This implies (3.32) for
any β. Finally, we use [ρ · β]∗!σ ≤ |β|+1

52 β!ρσ. Then, we get (6) from (3.32).
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