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0. Introduction

We denote byA,* (resp., F, ) the free monoid (resp., the free group), with the
empty word as unit, generated by an alphaldgt:= {1, 2,...,d} consisting ofd let-
ters. We consider an endomorphismon F;, i.e., a group homomorphism fromy,
to itself. An endomorphisnu will be referred to as aubstitutionif we can take a
nonempty wordo (i) € A,;* for all i € Ay, cf. the first paragraph of Section 1. When
is a substitutionos invertible as an endomorphism off; ? An answer to this ques-
tion is known whend = 2, cf. Proposition 1. Our objective is tengralize Propo-
sition 1 for arbitraryd > 2. We introduce a geometrical method in [2]; and we use
a general method given in [6], where the so callidher dimensional substitutions
Ei(0) (0 <k <d) are established for a given substitutienon F; .

Throughout the paper, we denote By(resp.,N, R) the set of integers (resp., pos-
itive integers, real numbers), and by EAg( ) (resp., Sub( ut(A), IS(F,)) the set
of endomorphisms (resp., substitutions, automorphismeriible substitutions) orf,

Let d > 2 be an integer. We mean by, {1 A --- A i) the positively oriented unit
cube of dimensiork translated byin the Euclidean spacB’:

(G iaA-ANig) ={x+ne, +---+ne, |0<t, <1, 1<n<k},
xeZ 0<k<d, 1<ip<---<ix<d,

where {€;};=1.._4 is the canonical basis d®®?. In particular, fork = 0, thet dimen-
sional unit cubeX, i1 A--- Aii), which will be denoted byx; ), is considered to turn
out a pointx. In general, for{iy, i, ..., i} with 1 <, <d, 1< m <k, we define

(X, ia A= Niy) =0, if i, =i, for somen # m,
(X, ia A - Adg) =e(T)(X, N A ir(k)) a< ) < <lrp) < d), otherwise

where 7 is a permutation o1, ..., k}, and¢(r) is the signature of-, which desig-
nates the orientation. We put

Ag = Zd X {0},
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Fig. 1. elements , ., maA€ G, k=1, 2 3

A =Z8x {igNia A Aip |[1<iz<---<ip <d} 1<k <d).

We denote byG, the freeZ-module generated by the elements /of

G ::{Z 39

AEAL

ny € Z,4{\ € Ay | ny ¢0}<oo} 0<k <ad).

We can identify the elemen},_, nxA € G with the union of oriented? dimen-
sional unit cubes with their multiplicity, cf. Fig. 1.

For a word P € A,*, |P| denotes the length of the worH . Fer e Sub(F, ),
i € As and 0< k <1, := |o(i)|, we define a wordP{) € A,* to be a prefix

PO = uld

of (i) = wi’ - wd - w W e A4, (1 < j < 1)). A higher dimensional sub-
stitution E,; 0): G4 — Gy is a Z-linear map (an endomorphism on a fréemodule)
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defined by

Eq(0)(X, 1A+ Ad) =

o) |o(d)]
Z Z (Ac () +F(PD) + - +£(PED), WP A - A wD),
n1=1 ng=1

where A, is the linear representation (or the so called charadristtrix; see the
beginning of Section 1.) ob, so that it is of sized x d with integer entries; and
where f(W) = “(x1,...,xq) € Z%, x;i = x;(W) is the number of the occurrence of a
letter i appearing in a word € A;*. Now, we can state a result:

Proposition 1 ([2]). Let o € Sub(F) be a substitution with2 letters. Theno is
invertible iff there exist = x, € Z? such that

E3(0)(0, LA2) =detA,)(x, LA 2).
Related to generators of the group Alt( ), the following fegiwell known.

Proposition 2 ([3]). o € Aut(F,) iff o is decomposed into the following three
kinds of automorphisms

i = 1

j — i J o= ij j — j
i k — k (7)) Bij:q k =k GF)), vy k — k
for all k #i, j for all k # j for all k # j

a;;, Bij, v; are calledNielsen's generatorsWe shall use Proposition 2 for the
proof of our main results (the following theorems). Notifgt; is not a substitution,
we defineE; §) (0 < k < d) not only for substitutions but also for endomorphisms
o. The mapE; §) (o € End(F;)) plays an important role in this paper.

In Section 1, we definé; of (0 < k <d) for ¢ € End(F;); and we prove

Theorem 1. Let o € End(F, ). If o is invertiblg then there existx = x, € Z¢
such that

Ea0)©,1A2A - Ad)=det(d,)(x, TA2A - Ad).

Roughly speaking, Theorem 1 says that the unit cubd { --- Ad) of dimension
d is mapped to a unit cube of dimensian By o) (f o € Aut(Fy).

In Section 2, we consider the dual m&jj(c) of Ex(c). E; (o) acts on a union of
oriented g — k) dimensional unit cubes with their multiplicity; and by tineap ¢,
(0 < k < d), we can considetp;_ o Ej_,(o) o <p;_lk as a map org;. We apply
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E}(0) to getting the following theorem, which describes the tietabetweenE, €—1)
and the dual magE; ,(o), where W is the mirror image of a wordv  and(i) :=
m, i € .Ad.

Theorem 2. Let o be an automorphism on the free grodp . Then there exists
x € Z¢ such that

Qa—k 0 Ej_(0) 0 o, = detd,) o T(X) o Ex(0=1) (0<k <d),

where the maf (x) is a translation byx.

In the case ofc =1, Theorem 2 says that we can constraétby the figure of

E;_4(0).
When we study invertible substitutions € Sub(, ) withd > 3, we encounter
phenomena which do not occur in the casedof = 2. Accordingiyes results for

d =2 can not be extended for the casedof 3. In Section 3, we see the gap between
the cases off =2 and af > 3 through some examples.

1. Map Ek(o) for an endomorphism o on Fy

We put A, := {1%1,2%1 ., d*'}, which is an alphabet consisting ofi2 letters.
We say that a wordV € /T;; is a reduced wordif W is the empty word, orW =
wy---w, (w; € fld) such that we can not find a number<li < n — 1 satisfying
w; =8P, wisr =5 P, s € Ay andp € {-1, 1}. We write W =W’ for two words W ,
W’ e /T;; satisfying

W=W; W=UV andW’' =Us’s PV; or W=Us’s"PV andW' =UYV,

with s € A4, p € {1, 1}. Two wordsW ,V € /T;; are referred to be equivalent, and
written asW ~ V, if there exist wordsUy, ..., U, € /T;; such thatWw '=Ui, U; =
U (1<i<n-1),U, =V. The relatiornr is an equivalence one, ang, ﬁj;/ ~
holds by the definition of free groups. For a given wditl € /T;;, [W] denotes the
element of F;, determined byW 3 W. Note thato € End(F;) is a substitution iff
there exists a nonempty word i €).A,;™ such thatW { x [0(i)] for each 1< i < d.
In what follows, a wordW € /T;; will be identified with the elementW ], cf. the
definition of substitutions given in Section O.

For o € End(F; ), we can set

o(i) = w(li) e w,((i) e wl(ii) € ./Tf, (w,(j) € ./Td)

such that the word on the right-hand side is reduced onéj;irfor eachi € A;. We
define P?, s e Az by

PO = uf a0 = ufl e uf)
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P (resp.,s) will be referred to as the prefix (resp., thek suffiy of o(i). Note
that P{") is the empty word for any € A,. A canonical homomorphisrh: F; — Z¢

is defined byf(i*1) = +e; (i € A;). Then there exists a unique linear representation
A, on Z? associated withr such that the following diagram becomes commutative:

F,—2>F,
74— 74

Ag

We introduceA (0 <k < d) formally defined by:

A():de{o},
Z4x {isNig A+ Nig | in € A} (A<k <d).

Ao
1/{/( :

We denote bygAk the freeZ-module generated by the elements /of:

Gy = Z n)\/)\/ n)\/EZ,ﬂ{)\/EKk|n)\/¢O}<OO (OSde)
)\/Exk

Derinimion 1. We denote by: @ — Gy the Z-homomorphism (th&-linear map)
defined by

0 if ||in|| = ||im| for somen # m,

. R k . . .
WX LA AdR) = sgn) - SgN R Y ey X lirll A A i)
(A < [lizll < -+ < |lizwll < d), otherwise

where 7 is a permutation o1, ..., k}, ¢(7) is the signature ofr, sgn¢*) and||i*||
means sgn¢ ):= |i¢| =i, and

v(i) = {1?(1“) :I Zz l—l (@ae{-1,1}, i € Ay).

For two elementssy, g2 € Gr, we write g1~ g2 If 1(g1) = t(g2). It is easy to see
that ~ is an equivalence relation. For example,

(0,271 A1)~ sgn(@ Y sgn(1)(2Y) + x(1), 2A 1) ~ —(—e2, 2 A1) ~ (—€ep, 1A 2).

Then, G, can be identified with a complete set of representative§k¢f~.

The geometrical meaning of the elementstf (0 < k < d), we have already
mentioned, leads us the following definition of a mé&p Gy — Gr—1, which is con-
sidered to be a boundary map.
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DeriniTioN 2. Boundary mapsy : Gr — Gr1 (1 < k < d) are Z-homomorphisms
defined by

5/<(X, IWARER /\ik)

k
=Y i A Al A Ad) = (XHE(i) i A Al A A}
n=1

We note thatd;_1 06 =0 (1< k < d) holds.

Remark 1. The value of the map;, is independent of the choice of a represen-
tative, i.e.,g1 ~ g2 (g1, g2 € Gi) implies 0x(g1) ~ I (g2).

Let V andV’ be Z-modules. We mean by HaiWV, V') (resp., End(V)) the set
of Z-linear maps fromV toV’ (resp., fromV to itself). Now, we can define a map
Ei(0) € Endz(G) for an endomorphisna on F,.

DerinimioN 3. Leto € End(F,;). Ex ©0): Gr — Gr (0 < k < d) are Z-linear maps
defined by

E()(O’)(X, 0) = (AU(X), .)’
E(0)(X, it A+ Nig) =

loG)] o)l
D D (Ao + P+ (P, wi A Aw)) (1<K <d).
n1:1 I‘I,k:].

We call E; (©) a substitution of dimensiot  with respect to € End(F,;). We
remark that in a certain sense, our definition is compatikite the boundary mapy:

Proposition 3. For ¢ € End(F;) and for eachl < k < d, the following diagram
is commutative

G —2> Gy

(skl ltsk
Er—1(o)

Gr—1—> Gr—1

See Theorem 2.1 in [6], where the commutative diagram witke Sub(F, ) is
given. The following theorem is one of our main results.
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Theorem 1. Let o € End(F, ). If o is invertiblg then there existx = x, € Z¢
such that

Ea0)©,1A2A - Ad)=det(d,)(x, TA2A - Ad).

We need a lemma for the proof of Theorem 1.

Lemma 1. Let an automorphisne be decomposed as= ¢’ o ¢’’. Put
o(i) = POws,
O'/(i) — P/’(;)w/’(;)s/’(;)’ O'//(i) — PN,(;)U)N,(;)SN,(;).

Then the following statements are valid
(I) AU = AU/AU//.
(i) For any pair (i, k) (i € A4, 1 <k <|o(i)|), there exists a unique paiin, n) such

that
PO =o/(P) P 0<m < [0"(1).0< n < o’ (w )]
(i) Ef o) = Ex(0") o Ex(c”) (0<k <d).
Proof. The assertions (i), (i) can be easily seen. We shawetiuality
Ey(0)(X, it A -+ ANix) = Ex(0)) o Ex(6”)(X, it A -+ AN ig).

For simplicity, we put

(@) o @l 1@ e’ @)
m1=1 mp=1 n1=1 n=1

Using (i), (i) in this lemma, we get

Er(o)(X i1 A= - Adg)
loG)] o)l . . _ _
Z Z (AU(X) +f(PI()'11)) ... +f(PI()Lk))’ wgll) NN wg:))

p=1 =l
_ 1 pr(in) /("’//:(7"111)) 1 prr(ix) /("//,(Lk,))
_Z(AG'/AU”(X)+f(U (P n11) Pﬂ1 )+---+f(0’ (P mk) Pn,k * >’
11(i1) 11 (i)
w/,(,,lf wis) Ao A w/’(;:) mk))
_ A (A +f P//(il) + +f P//(ik) +f P/('“Nl(:;ll)) + +f P/("//,(f;i))
=D (Ao (Ao +E(P7,0) -+ E(P70)) +H(Py ™) -+ £(P10 ),

/(w”("l)) 11 (i)

W )

ng
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lo” Gl lo" @l , , .
E@)S D o S (Aan+1(PD) w1 (P70) w S A pw )

m1=1 mp=1

Ei(0") o Ex(6”)(X, i1 A -+ Ni). ]

Proof of Theorem 1. It suffices to show Theorem 1 only when «;;, 5ij, v;.
By easy calculation, we have

Eg(@i))O. 1A - ANiv AjooAd) = (0. LA Aj--Ai- Ad)
—(0,1A2A---Ad),

Eq(B) 0. LA AjA--Ad)= (€. 1A AjA--Ad),
Eq(v)O, LA~ AjA--Ad)=(0,LA---AjEA- Ad)

—(—€j, LA AjA---Ad).

In view of the assertion (iii) in Lemma 1, we get Theorem 1, REmark 6 in Sec-
tion 2. U

RemaArk 2. It is not clear whether what the unit cub® {A---Ad) of dimension
d is mapped to one unit cube of dimensign By o) {mplies thats is an automor-

phism.

ExampLE 1. Letog be the so calledRauzy substitutian

1 - 12 111
ogi{ 2 — 13 [A,,=[1 0 0
3 -1 010

Then
E3(or)(0,1A2A3)=(2e1, 1A 2A3).

By Remark 2, this doesn't imply thatg is invertible. But for the substitutiong, we
have the inverse

1 —- 3
opt:{ 2 — 3711,
3 - 312

We define another substitutian- given by

1 — 123 120
e 2 - 112 [A,=|1 1 1
3 — 2333 10 3
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Then

E3(O’C)(0,1/\2/\3) = —(e1+e2+e3,1/\2/\3) —(e1+e2+2e3,1/\2/\3)
+(2e1+ e, 1AN2A3).

This together with Theorem 1 implies that is not invertible.

We consider all of substitutions satisfyiMy, = A,., whose cardinal number is
72. Then, we see that there does not exist a substitutigatisfying A, = A,. such
that

E3(0)(0,1A2A3)=—(x, 1A 2A 3)

for somex € Z3. By Theorem 1, it means there does not exist an invertiblestitub
tion satisfyingA, = A,., cf. Section 3.1. The matrid, = A,. can be found in [5]
as an example which does not give an invertible substitution

2. Dual map Ej(o) for an endomorphism o onFy

We can define in the obvious manner a dual space. Since we ama infinite
dimensionalZ-module, this defines a complicated space; and restrictetiuxs the set
of dual maps with finite support. We denote this setdjy It has a natural basis, and
we write &, iy A--- A i) for the dual vector of X, ix A--- A ).

In fact, we introduceA; (0 < k < d) formally defined by

Ay =29 x {o*},
Ap =Zx (i NISA AN 1<ip<--<ip<d} (L<k<d).

We denote byG; the freeZ-module generated by the elements/of as follows:

Gy = 2{: NN

A*EA]

nax« €Z, AN € A} |nx- #0} < 0

Remark 3. Following convention, we define a pairing by

_{1 if x=y andi, =j, forall 1<t <k

’

0, otherwise

X iy A AN EGE Y JaN - A i) € Gr
Thus G} can be considered as the set of dual maps with finite support.
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e2+ e,

A

el+ 63

(0,2* A 3*) (0, 1* A3*) (0, 1* A 2¥) (0, 3%) (0,2%) (0, 1%)
Fig. 2. elements ofj;, G; in the case o/ =3
We can define th&-linear isomorphismp;: G — Gs—x (0 < k < d) by

wo(X, @) = (X, LA --- Ad),
QO/((X’ lI ARRRNA llj) = (_1)i1+m+ik(X+ei1 toe-tg, JIA A jd—k) (l <k < d)’

where{ji, jo, ..., ja—i} = Aa\ {it iz, ..., ik} With iy < -~ <ip andji < -+ < jy—s.
By virtue of the isomorphismp,, we can imagine an elemernt,¢; A---Ai;) € G as
the elementp(x, i7 A--- Aij) € Ga—x With geometrical meaning for each<0k < d,
see Fig. 2.

Remark 4. In general, ford € Homy(Gs, G,) (0 < s5,t < d), the dual mapd*
of @ is an element of Hom(G, G) determined by(F, ®*(G*)) = (®(F), G*) (F €
Gs, G* € Gf).

Proposition 4 ([6]). (i) The dual boundary mag;: G;_; — G (1<k <d) is
given by

d
01(x, ") =D {(x—e.i") = (x.i")},

i=1
O (X, ig N+ Nig_q)
d—k+1
— jn—n+1 s L% % L% %
= Z (1) HK i A N Ay AT e A NiEg)
n=1

— (X T A A N AN N N )}

where {j1, jo, - s jaw+r} = Aa \ {it, Q2 .- i1} With iy < -+ <@g, j1< -+ <
Ja—k+1 and Lpen < Jn <lij,—n+1 2<k<d).
(i) The following diagram commutes for eath< k < d:

Pk—1
Gi 1 —>=Guyn

5 l l(sd—k+l

*
gk T) gd—k
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From the commutativity (ii) given above, we can see thiatis a boundary map
with a geometrical sense.

By Remark 4, we can determine the dual mBEp(c) (on G;) of Ei(c) (on Gyi)
for o € End(F;) under a minor condition on det):

Proposition 5. (i) Let ¢ be an endomorphism on the free group satisfying
det(A,) = £1. Then dual map<;(0): G; — G (0 <k < d) satisfies

E5(o)(x, ) = (A;7X, ¢%),
E{ (o)X, if A~ Aif)

:Z Z Z sgn@$D) - - - sgn@{)e(r)

TESk Y| ol

s o=

k
(Agl(x UG +x(w£{;'r>)}), AN jk*) (L<jic < ji<d).

m=1

where S, is the symmetric group of rank k.
(i) The following diagram is commutative for eath< k < d:

E;_1(0)
91 —=9ia

J;l la;

G ——=Gf
KEe) Tk

We remark thatr € Aut(F,) implies det@d,) = £1.

Proof. We can prove the proposition in a similar fashion ag tiven in [6]. The
dual mapE{(c) € Endz(G}) of Ei(o) is given by the identity

(F, E((0)(G7)) = (Ex(0)(F), G")
for F € G, G* € G by Remark 4. Therefore, we get

(s A A A i)y ER(o)(X 81 A= A i)
=(Ex(@)(Y, oA A ), (X ig A A YD)

[o(j1)l [o(inl _ _
= . Z Sgr(w’(’jll)) .. .Sgn(w’(’jkk))
n1:1 I‘I,k:].

k
<(Ao<y> SR + 3@l [l A |w;fz>u) XA f:>> |

m=1
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ANNE 1" A3
Fig. 3. the mapE;(og)
The pairing appearing in the summation is equal to
sgn@S}) - - - sgnu)e(r)

it Ag(y) + g {F(PU) + x i)} = x, and [wil|| =iry A<1<k), 7€ S

it is equal to 0, otherwise. Hence we get (i). The commutatiiegram (i) comes
from Proposition 3. O

We write ,if A - AE) =~ (Vo ji Ao A Jai) o oe(Xip A AEE) =
s Ja A A Ja—i)-

ExavpLE 2. Letog be the Rauzy substitution given in Example 1. Then

E3(0r): — (—€2 —€3,2° A3*) > —(—€1 — €, 1" A 2)
~(0,1) =~(o0,3)
(—e1—e3, 1"AN3)— —(—ex—€e3, 2" AN3)+(—ep — €3, 1" A 2%)
~(0,2) ~(0,1)—(e1—e3, 3)
—(—e1—e, I"AN2)— (—e1—e3, 1" A3 )+ (—e1 —e3, 1" A 2%)
~(0,3) ~(0,2)— (e2—€3,3)

See Fig. 3.

Ei(or): — (—€3,3") — —(—€2, 27)
~(0,1N2) =~ —(0,1A3)
(—€2,2) = (—e1,1%)
~(0,1N3) ~—(0,2A3)
—(—e1, 1") = —(—e3,1%) — (—e3,27) — (€3, 3")
~(0,2N3) ~(e1—e€3,2N3)—(e2—e3,1A3)+(0,1N2)

See Fig. 4.
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© [
2*

Fig. 4. the mapE;(or)

l*

For W =s1s2- -5, € ﬁ;;, W denotes the mirror image d¥ , i.e.,

W =s,5p-1-"51.

For o € End(F,), the endomorphism is given bya(i) = o(i) (i € As). Now, we can
state a result.

Theorem 2. Let o be an automorphism on the free grodfy . Then there exists
x € Z? such that

a—k 0 Ej_(0) 0 o5 = det(As) o Tu(X) o Ex(o—Y) (0 <k <d),

where the magi(x): G — G with x € Z% is given by

m m
T(x) (Zn,(y,, A ii')>) =Y m(xry il A ni0),

=1 t=1

We remark that sincgj, is a freeZ-module, an integet: is an operator ¢h,
i.8., a0 e, AN = Doyea, (@ - na)A . For the proof of Theorem 2, we need some
lemmas.

Lemma 2. ¢’oo=0'07 (o, o € End(F,))

Proof. Settingo(i) = wl’ - w{”, we have

o oo(i) = o'l w?) = o'W o' (W) = o' (W) - o (W)

7wl w’) =07 0 70).
so thate’ oo =0’ 0 5. O
By E(010 02) = Ex(01) 0 Ex(o2) and the duality 1 0 ®,)* = &5 o ¢}, we have

Lemma 3. Ej(o1002) = Ef(02) 0 Ef(01) (01, 02 € End(F,))
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Lemma 4. Let o be one of

N ={aij, Bij, v |11<i, j<d, i7j}.

Then

ik © Ej_1(0) 0 9z = det(A,) o Te(v(0)) o Ex(0 ),
wherev: N — {o, ey, ..., e;} is the map given by(w;;) := 0, v(G;) = 0, v(y;) =
€;.

Proof. It suffices to show that
Ga—k 0 Ej_1(0) 0 0 (0. ix A Nik) = detldy) o Ti(v(0)) © Ex(0-1)(0, ix A -+ A i)

Notice A— = A7l We consider the case of = Bij andk = 1. Note that

J th L j — ji*t
Agﬁl: (er..... —ei+e; .....es), B;5:S 1 =1 (i #J).
forall [ #j

We easily have

pa-10 Ej_1(B;)) 0 ¢;21(0,1) = (0,0) = Ex(5; (0, D) (I # j).
On the other hand, we get the following equality. On the fodirie in the calculation
given below, we must be careful with the location of. If j > i, then j* locates at
i th place, otherwise, at—1 th place. Using a permutation, we moyeé to the ordinal
place, and then we have the sixth line.

@a-10 E;_1(B;;) 0 v;14(0, j)

d
= 10 Ej_y() (-1 (— Den e LA AT A A d*)

m=1

d
= @d—l{(—l)lJr“'M_j (_Zem +ej LA AN Ad*)

m=1

d
+(—1)1+“'”’—f(—2em+e,-,1*A---Af*---Aj*---Ad*)}

m=1

d
- (< e e AT )

m=1

d
+ (—1)1+“'+"—"+1(—Zem € I A A A d*)}

m=1



SOME PROPERTIES OFINVERTIBLE SUBSTITUTIONS 557

(o, J)_— (—e +ej,i)
E1(3;1)(0. j).

Hence we get .

pa-10 Ej_1(0) 0 oty = det(A,) o Ti(v(0)) o Ea(o )
for o = §;; andk = 1. For other cases, we can do the same, and the techeioal t
can be found in Proof of Proposition 1.1 in [6]. O

Lemma 5. Fora,a, €Z, X, V,Y, €2 o, € EndF;) (1< m < n) and for
0 <k < d, we have the following formulas

() Tu(X) o Ti(y) = Ti(x +Y)
(i) aoTi(X)=Ti(X)oa

(iii) (an o Ti(y,) 0 Ex(0n)) © -~ 0 (a1 0 Te(yy) © Ex(01)) = az -+~ an 0 Ti(y, + A, (V1) +
Ao 1(Vu2) -+ A,y (Y1) © Ex(00 -+ 02).

Proof. The statements (i), (ii) are trivial. For the prooftbg third statement, it
is enough to show

(az o Ti(Y,) o Ex(02)) o (a1 o Ti(y,) © Ex(01)) = araz o Ti(Y, + Asy(Y1)) © Ex(0201).
We can put

Ep(o)(X ia Ao ANig) = Z Qo i A A E).
AEAL

Using (i), (ii) in the lemma, we have

(Clz o Tk(yz) o Ek(O'z)) o (a]_ o Tk(y]_) o Ek(O']_))(X, FARERNAN ik)

a o Tk(yz) o Ek(O'z){ Z Cl]_n)\(X)\ +Vy,, ig_)\) A A l-,s)\))}

AEAL

as o Tk(yz){ Z aln)\Ek(O'z)(X)\ + Yy, ii)\) Ao A iIEA))}

AEA
ap o Tk(yz) oajgo Tk(Aog(y]_)) o Ek(O'z) o Ek(O']_)(X, i]_ VACERIVAN ik)
araz o Te(Yo + Asy(Y1)) © Ex(o201)(X, i1 A - -+ Adg). |

Proof of Theorem 2. Letr be an automorphism. Then can be written ag =
o1---0, With 0, € N (L < m < n). Using Lemma 2-5, we have

Qa—r 0 E}_1(0) 0 o7

= pa_k 0 Ej_(0a) 0 0 Ej_(o1) oy
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[0} 2 1 3 .
/1 3 . 1 2 3"
O. 3 - 3

25 N3 1" A3 1" A2*

Fig. 5. the mapE;(or)

= (det(d,,) o Tx(v(on)) 0 Ex(ox D)) o - o (det(dn,) o Te(v(on)) o Ex(oy 1))
= det(Aol) T det(Ao”) o Tj (U(Un) + A?(U(Un—l)) +oeeF A?.“F(U(Ul)))

(e} Ek(O'n,_l"'?)
= det(Az71~~~o,,) o Ty (U(O'n) + A?(U(Un—l)) toot AW(U(U:L))) °Ex (W)
= det(A,) o Ti(X) o Ex (F)

wherex = v(o,) + A  (v(op—1) + -+ AL, (v(o2)) . O

Remark 5. In the case ofd = 3, in particular, for a Pisot substitutione
Sub(s) (i.e., a substitution such that the characteristic poigiad of A, is equal
to the minimal polynomial of a Pisot number), we are inte¥dsin the region
Ei‘(a)”(zl‘ll(o,i*)) (n € N) in connection with stepped surfaces, cf. [1]. It fol-
lows from the assertion (ii) in Proposition 5 that the boumwydaf Ei‘(cr)”(z,il(o, i*))
coincides with E;(a)”(Z?zle;(o,i*)). On the other hand, Theorem 2 says that
E;(o—)”'(z,‘ll 05(0,i*)) can be calculated by using the mapt "

RemArRk 6. In this setting we can rephrase Theorem 1 as follows:
If o € Aut(F,) is written aso = 0102+ 0, With o; € N, thenx, in Theorem 1 is
given by

Xo = U/(Ul) + AUl(v/(UZ)) Tt A01~~~o”_1(v/(0'n))’

where v': N — {0,ey,...,e;} is the map given byv'(os;) = 0, V'(5;)
e, U/(’yj) = —€.

ExampLe 2. For the Rauzy substitutiomr given in Example 1, we can show
@20 E5(0r) 0 9yt = E1(ogh). In view of Fig. 5, we easily see that;! is given by

1 -3
opti{ 2 — 3711,

3 - 312
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1 T»
o o'~ " "

2* 1*

Fig. 6. the mapE;j (o)

We give another example df(c) for an endomorphisn € End(F2) which is
not a substitution.

ExampLE 3. Let o € Aut(F,) be given by

(1 - 211
7\ 2 - 17122

Then
Ef(0): (—€2,27) — —(0,1%) + (&1, 2) + (€2, 27)
~(0,1) ~(e,2)+(e1+ep 1)+ (0,1)
—(—e1, 1") = —(—€,17) + (0, 2")
~(0,2) ~(0,2)+(e2 1)

We can showy; o Ef(0) o o7+ = Ex(o—1). In view of Fig. 6, we easily see ! is
given by

—1. 1 — 121
g . .
2 — 12

As we have already seen in the two examples above, we canrecnst?, in
some cases, by the figure &_,(c) for ¢ € Aut(F,;). In general, we have certain
difficulty, cf. Section 3.3.

3. Examples and some comments

In the case ofd = 3, some difficulties which never occur in theecafd = 2,
will take place as we shall see through some examples.

3.1. Substitutions given by a matrix. It is easy to see, as is well known, that
any unimodular matrixA € GL(2,N U {0}) (i.e., detd ) =+1 ) can be decomposed

into two matrices
0 1 1 1
Aau: (1 0>’ Aﬁu: (O l)

Therefore, for any matrixA € GL(2,N U {0}), there exists at least one invertible
substitutionos such thatA, = A. On the other hand, in Example 1 in Section 1,
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we have seen that any substitutiensatisfying A, = A,. is not invertible. We put
Ajj = (@m)1<im<a A <0, j<d, i 7)) by

1 if l=m
am =4 -1 fl=i, m=j .
0, otherwise

We say that a matrixd € GL(d, N U {0}) is non-comparablef both MA;;, A;;M
have negative entries for al;; @i, j <d, i # j). For instance A,, is a com-
parable matrix, whiled,. is a non-comparable one. It seems very likely thadjf is
non-comparable, thea can not be an invertible substitution, i.e.,

o & 1S(Fy),
as far as we know.

3.2. Generators of the invertible substitutions. An invertible substitutions is
called aprime substitutionif ¢ cannot be decomposed into 2 invertible substitutions
o1, o2 such that one ot;, and o, does not belong to the group generated dyy
1<i, j<d, i # j). Related to generators of the invertible substitutiongi.e.,

o € IS(F,)), some results are found in [4], [5]. In the casedof = Znegators of the
invertible substitutions are given by three prime subttihs:

. 1 - 2 3: 1 — 12 5 1 — 21
@ 2 — 177 2 -1 7 2 — 17
so that the number of generators is finite, cf. [4]. But, thenoid IS(F;) ford > 3

turns out to be quite different from that fak = 2. For examplethe case ot =3,
we need infinitely many generators. In faete IS(F3) defined by

c(1):=12 0(2):=132 0(3):=3'2 @=>2)
are prime substitutions, cf. [5].

3.3. Connectedness oE;_,(c)(0,1* A --- AjA* -+~ Ad*). Inthe case ol =2,
we have shown in [2] the following proposition related to theal mapE; (o) .

Proposition 6 ([2]). A substitutionos over 2 letters is invertible iff all the figures
coming from Ef(o)(—e1, 1*), Ef(o)(—e2, 2¥), Ef(o)((—e1, 1*) + (—ey, 2*)) are con-
nected.

The figures coming fromE;(o)(—e;,i*) (i = 1, 2) are parts of the so called
stepped surface, cf. [1]. Since a stepped curve (a steppddcsuof dimension 1)
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3el- 5e2+2e3

/Ov—>.<'/—/_ o

25 N3

— e =T

Ag 3e,- 5e,+2e,

1% A 2% I — 4>/_>14/3e1_ 5e2+2e3

Fig. 7. the mapE; (o)

univalently spreads along a line, any cancellation can remuo in Ej(o)(—e;, i*)
(=1, 2). We can easily find the inverse of an invertible subttih o € 1S(F»)
from the figures coming fronE;(c)(—e;, i*) (i =1, 2), provided thatE;(o)(—e;, i*)
(i =1, 2) contain no cancellations.

On the other hand, in the case daf = By(o)(—e — e, i* N j*) (0 €
IS(F3), (i,j)€{ (1 2), (1 3) (2 3)}) is not always connective:

ExampLE 4. Let o be an invertible substitution given by

1 — 1223 1 — 2171237121712
o 2 — 123 o1 2 — 271127132-113-121-12 | |
3 — 133 3 — 27112713

Since gz 0 E5(0) 0 9t = —Ti(3e1 — 5e; + 2€3) o E1(0—1), the figure coming from
E3(0)(0, 1* A 3*) is not connected, see Fig. 7.

3.4. Open problems. We give two problems for arbitrary > 3:
(i) Does the converse of the statement of Theorem 1 hold?
(i) Let o € Sub(F,;) be a substitution with a non-comparable ma#ix such thatA,
does not belong to the group generatedAy,, Ag, (L<i, j<d, i #j). Then, is
o always not invertible?
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