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1. Introduction

In this paper we are concerned with the Dirichlet problem (hereafter called (DP))
for the semilinear degenerate elliptic equation:

(1.1) Flul(x) = —g(xAu+ f(x|.u) =0 in Bg
(1.2) u=pF on OBg,

where By ={x € RY;|x| < R}, N > 2,g : [0, R] — R* = [0, c0) is a given continu-
ous function,A is the Laplacian, anglis a given real number.

In 1981 symmetry properties of positive solutions of nonlinear elliptic equations
were investigated by Gidas, Ni and Nirenberg [10, 11]. Since then there have been
lots of works published in this direction (See, e.g. [1], [2], [9] and [14, 15]). There
are also many works on the boundary value problem for elliptic equations whose co-
efficients are singular at the origin or on the boundary. See, e.g. Ebihara and Furusho
[7] and Senba, Ebihara and Furusho [17], H. Egnell [8], Conti,Crotti and Pardo [3]. It
is natural to ask whether solutions are radially symmetric for degenerate elliptic equa-
tions such as our (1.1). That is, we want to study the case when the degeneracy of
equations arises in the interior of domains. In this case it is well known that in gen-
eral we can not expect to havg?-solutions.

In recent years, a considerable number of works have been done on the theory
and applications of viscosity solutions. We refer the reader to the Monograph by Cran-
dall, Ishii and Lions [4] for definitions, details and references. As regards earlier re-
lated works, in 1992, Crandall and Huan [5] studied the existence, uniqueness and
non-uniqueness of viscosity solutions of the two-point boundary value problem for the
linear ordinary differential equation:

{ —a()u’ +c(X)u = f(x) in (=1,1)
u(=1)=v-, u(l)=

under the assumption that ¢, f € C[-1,1],a > 0 and c¢ > 0. Soon after, Tomita



738 K. MARUO AND Y. ToOMITA
[19] generalized their work to the linear partial differential equation:

—||x| — 1|’\Au +c(x)u = f(x) in Br={x eRM;|x| <L}
u(x) = on |x|=L,

whereN > 2, L > 1, 0< A < 2 andf is a given number. It should be noted that
Ishii and Ramaswamy [12] recently studied uniqueness and comparison results for a
class of Hamilton-Jacobi equations with singular coefficients. See also Siconolfi [18].

The main purpose of this paper is to prove existence, uniqueness and nonunique-
ness of viscosity solutions of (DP), and to study the symmetry property for viscosity
solutions.

Our plan in this paper is as follows. In Section 2, we give a definition of standard
viscosity solutions, and state our main results. Section 3 is devoted to the existence
and uniqueness of radial standard viscosity solutions of (DP). In Section 4, we study
the uniqueness and nonuniqueness of viscosity solutions for (DP), and prove that all
viscosity solutions of (DP) must be standard, and hence radially symmetric under some
assumption (cf. (H3) in Section 2). We also prove that if we do not assume (H3) then
(DP) has infinitely many radial viscosity solutions.

2. Preliminaries and main results

Throughout this paper we make the following assumptions:
(H1) f(@t, y) € C([0, R] x R) is strictly increasing iny for each fixede [0, R].
(H2) There exists an implicit functio(¢) of f(¢, y) =0.
It is clear thaty(t) is continuous on [OR ] by (H1) and (H2). To state a notion of
weak solutions, we introduce the next notation:

2(g)={r € (0, R]; g(r) = 0}.
Derinimion 2.1. u =u ()€ C(Bg) is called a standard viscosity solution of (DP)
if (i) u satisfies (1.1) inBg in the viscosity sense, (ii)x ( }|x|) for all |x| € Z(g),
and (iii) u(x) = ¢(R) on 9Bg.

Remark 2.2. From the proofs given below it follows that ¢ R( 3 O then the
boundary condition (iii) may be replaced by

(i) u(x) =3 on OBg,
where 5 is an arbitrary real number.

ExavpLe 2.3. Forg in the equation (1.1), we take the following examples into
consideration.
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1) g@) =TI%|r — a|, where 0< a1 < az < --- < ay, < R, N1 < o0, and
A >0,i=212...,N; In this case,Z(g) = {a1,az, ...,ay,}; in other words, (1.1)
degenerates on spherp§ =a;, i =1, 2 ..., N;

2) Z(g) ={ar,az...,anyUUMRT), i€, gt)=0fort =a,as ..., Ny andVr €

J,’ =[pi,q,-],i:1,2,...,N2.

First we shall prove the existence of viscosity solutions of (DP). More precisely,
we establish

Theorem 1. AssumegH1) and (H2). Then there exists a unique standard viscos-
ity solutionu* of (DP). Furthermore,u* is radial.

In order to state the uniqueness of viscosity solutions for (DP), we introduce some
notation and an assumption gn . We denote the set of intedvalsc,& [ ] such that
g@®)=0 forallz € I by Z(g);

Z(g)={I C[O,R] | g(r) =0 for Vtel}.
Of course,Z(g) may be empty. For every € Z(g) \ Z(g) and ¢ > 0, we put
I5(a) = (a,a+0)NZ(g)* and I; (a):=(a—4,a)NZ(g).

(H3) For everya € Z(g) \ Z(g), we have either

Iim/ g()tdr =+c0 or
15 @

m g(t) Yt = +oo.
210 /Ig(a)

li
510
We shall next prove the uniqueness of viscosity solutions for (DP):

Theorem 2. Suppose thafH1)-(H3) hold. Then there exists a unique viscosity
solutionu of (DP). Moreover,u is radial and standard.

Finally we mention that uniqueness of viscosity solutions of (DP) does not hold
without the assumption (H3). To see this, for simplicity, we assume
(H4) g(a) =0, 0O<a < R, g(t) >0 for Vt € [0, R] \ {a}, and

a—0
/ g(s)"lds < 0o and / g(s) " Yds < 0.
a+0

Example:g () =|t —a|* with 0<a < R and 0< \ < 1.

We shall at first prove the existence of a radial viscosity solufipr) = y(|x|) €
CY(Br)NC?((B,\ {x = 0})UA(a, R)) of (DP). Denote the radial and standard viscosity
solution of (DP) byu*(x). Then we have
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Theorem 3. SupposegH1), (H2) and (H4). Let u* be the standard viscosity so-
lution and u be theC!-viscosity solution of DP). Then we have
(i) If u(x) =u*(x) = p(a) on |x| = a then every viscosity solution is standard, hence
viscosity solutions are unique.
(i) If u(x) > u*(x) = ¢(a) on |x| = a, thenu is the maximum viscosity solution
of (DP), and u* is the minimum viscosity solution @DP). Furthermore, the problem
(DP) has infinitely many radial viscosity solutions betwegnand u.
(i) If u(x) < u*(x) = p(a) on |x| = a, thenu (resp.u*) is the minimum(resp. max-
imum) viscosity solution of DP). Furthermore, the problenfDP) has infinitely many
radial viscosity solutions betwean and u*.

3. The proof of Theorem 1

In this section we shall prove Theorem 1. In order to prove the existence of a
radial and standard viscosity solution of (DP), we introduce two Dirichlet problems.
Supposingg |k]) > 0 in A(a;,b;) = {x € RV;a; < |x| < b;} and g (x]) = 0 on
0A(a;, b;) with 0 < a; < b; < R, we consider the Dirichlet problem:

b Flul(x) =0 in  A(a;, b))
") u(x)=¢(a;) on |x|=a; and u)=p(b;) on |x|=b,

and under the conditiong |x() > O in By, \ {0} and g (x|) = 0 on 9B, we consider
the Dirichlet problem:

(Po)

Flul(x) =0 in By,
u(x) = p(bo) on OBy,.

In what follows we consider @ and (R ) in the cas&y = 2, since we can treat
them in caseN > 3 by the same arguments. Clearlyx ( yx|) is a classical radial
solution of (R ) if and only ify € C[a;, b;]] N C?(a;, b;) is a solution of the two-point
boundary value problem:

200 = = (50 + 350)) + 000 =0 in @ b)

y(@) = () and ybi)=p(b:).

(BVP;)
Similarly, in the case where we consider a radiZ(B,, \ {0})-solutionu ) =y (x|)
of (Pp), we are reduced to the boundary value problem:

(BVPo) LIyI(nn=0 in (0,bo) ; y(bo) = ¢(bo).

3.1. To establish existence results for (BVP ) and (BY,Rve shall apply the fol-
lowing proposition.
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Proposition 3.1. Let (H1) and (H2) hold. Supposeg(r) > 0 in (a;, b;) and
g(a;) = g(b;) = 0. Then there exists a unique solutionc€ Cla;, b;] N C%(a;, b;) of
(BVP;)).

Proof. To prove this, we need the next lemma

Lemma 3.2. Let (H1) and (H2) hold. Letr;, m» be any numbers satisfying <
71 < T2 < b;, and letay, ap be any real numbers. Then there exists a unique classical
solution y € C[r1, 7] N C?(r, ) of L[y] = 0 in (m, ) satisfying y(r1) = oy and
y(72) = az.

Postponing the proof of Lemma 3.2 to Appendix, we proceed with the arguments
to prove Proposition 3.1.

STEP 1. We first prove that for each fixedy € (a;,b;) and anya € R, the
boundary value problem:

(BVP)* LD =0 in (70.b:) ; y(r0) =a and yb;)=p(bi)

has a unique solution. To this end, Igt,} T b;. By Lemma 3.2, we get a solution

ya Of L[y] = 0 in (1, 7,,) satisfyingy (o) = « and y ¢,,) = ¢(b;). From the proof of
Lemma 3.2 it follows that for each fixed there exist constavts Epd such that
lym (@) < M, |yu(?)] < K, for all ¢ € [70, 7], m > n (cf. (A.5) in Appendix). Thus,
applying the Ascoli-Arzera theorem, we find a subsequehgér)} and a continuous
function yZ(r) such thaty, { ) converges tg (r) locally uniformly in [r, b;). Remark-

ing that y,5(r) is a C?-solution of £[y] = 0 satisfying y o) = o and y(ro) = 3 if and

only if y,s satisfies

(3.1) yap(r) = a+7ofB(logs — logo) + / (logz —1ogs)sg(s) ™" f (s, yap(s)ds

70

62) 5s) = 7 (100 + [ 566t ).

0

we seey’(t) satisfiesL[y’] = 0 in [ro, b;). By (H1) and the maximum principle, we
see easilyy; (r) converges as 7 b; provided we allow the limit to betco. We now
suppose lim.,,, yi(r) = +co. Then there is a*, o < t* < b;, such thaty}(:*) >
M. Thus, for sufficiently largen, y,, tf) > M andt* < 7,, < b;. Sincey,, ) =
o(bi), y» has a local maximuny,, 7() with 7, < 7, satisfyingy, €.) > M. This
is a contradiction by the maximum principle. Similarly, the case li;my~(r) = —
cannot occur. Thus? () converges toy.(b;) ast — b;.

We next showy(b;) = o(b;). In case: lim_,, fT’o(Iogt — logs)sg(s)tds <
+oco, we easily seey’(b;) = o(b;) by (3.1) and (3.2). We consider the case:
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lim, .y, fT'O(Iogt — logs)sg(s)"tds = +oo. Supposey.(b;) > ¢(b;). Then, by (3.1),

lim,_;, ¥ (t) = oo; this is a contradiction. Similarlyy’(b;) < ¢(b;) cannot occur.
Therefore, we conclude that, € C[ro, b;] N C?(0, b;) is a solution of (BVP).

We obtain the uniqueness of solutions of (BVR)y (H1) and the maximum principle.

Step 2. For each fixedry € (a;, b;) and everya € R, we denote the solution
of (BVP)" obtained in Step 1 by () in [70, b;]. Put p (@) := y% (7). In this step, we
prove that
(i) If aq < azthenyl (1) <y, () for all ¢ € 10, b;] and p (1) > p(a).

(i) p(«) is continuous.
(i) IM 4— 0 p(a) = —c0 and lim,—,_ o p(a) = +oo.

Proof of (i). It is easy to see, by (H1) and the maximum principle, tafr) <
va,(t) for all ¢ € [70,b;]. To prove p (r1) > p(ap) by contradiction, we suppose
pla1) < p(ag). Then, by (3.2),y4,(t) — ya,(#) > 0 for all + € [, bg]. Hence
Yas(bo) = Ya,(bo) > O; this contradictsya,(bo) — ya,(bo) = ¢(bo) — ¢(bo) = 0. U

Proof of (ii). Let{a,} | @ asn — co. By (i) above,p &,) 1 p*(< p(a)) and
Vo, (t) — y*(t) for all ¢ € [10,b;] asn — oo. Letting n — oo in (3.1) replacedy
by v’ ., we see thaty* also satisfies (3.1) with 3%, = o, and g = p*. From
Vo, (i) = o(bi)(n = 1,2 ..) it follows y} (b;) — y*(b;) = ¢(b;) asn — oo. Thus y*
is a C?-solution of (BVPY, hence, by the uniqueness:(t) = y*(t) and p* = p(a).
This implies p ¢,) T p(«). Similarly, if {o,} T @ asn — oo then p @) | p(a).
Consequentlyp «) is continuous. O

Proof of (iii). Let{a,} T o0 asn — oco. To prove p (,) | —oco by contradic-
tion, we supposq p(a,)} is bounded from below, i.ep af) > —Co,n =1, 2,.... Put
M= max,, <,<s, |¢(t)|. Sincey;, (10) = a,, — 00 asn — oo andy], (b;) = ¢(b;), there
exists a{7,} C (r0, b;) such thaty?, (7,) = M and y}, (t) > M for all 1 € [ro,7,). By
(3.2), formo <t < 1, y% (1) > (r0/1)p(ay) > —Co. On the other hand, by the mean
value theorem, there is &, € (r0.7,) such thaty, (7,) — y2 (0) = y% (&)@ — 0).
Hence we have

. M — n
~Co< i) < Tt — —00 (1 — o).
" bi — 7o
This is a contradiction; (iii) is proved. ]

STeP 3. We are going to complete the proof of Proposition 3.1. By similar ar-
guments in Steps 1 and 2, there is a unique solutipre Cla;, 70] N C%(a;, 7o) Of

(BVP)~ LI =0 in (ai.70); y(a)=¢(@) and yo)=a,
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where 7y is the same number as in Step 2. Dengtg(ro) = ¢g(a). By the same way
as in Step 2, we see that
(i) If a1 < az thenyg (1) < y,(¢) for all ¢ € [a;, To] and g (1) < g(a2).
(i)’ g(c) is continuous.
(i) " lim o— o0 g (@) = +o0 and lim,— _ o, g(a) = —c0.

By (i)-(iii) in Step 2 and (i}j-(ii)’ above, there is a unique* such thatp ¢*) =
q(a*). Putting

wrn | Yar(®) ai <t <79
yi)y=q",
Yor(t) 10 <1t <b,

we see thaty’ is a uniqueC?-solution of (BVR ), because the uniqueness follows
from (H1) and the maximum principle. The proof of Proposition 3.1 is complete.

Remark 3.3. For our later argument, it is important to note the following: For
every r € (a;, b;) and everya € R, let y, be the unique solution of[y](#) = 0 in
(7, b;) satisfying y,(7) = a and y,(b;) = p(b;). Then
1) In the case limy, .[T'(Iogt — logs)sg(s)~*ds = +oo. For everyr, € (r,b;) and
Y1 > ya(m1) (resp.v1 < yo(7m1)) there is a blowup (resp. blowdown) solution €
C%(70, Ty,) of L[YI() =0 in (7, Ty,), 11 < Ty, < by, such thatyi(r) = a, yi(11) = 71,
and limyr, y1(t) = +oo (resp. limyr, y1() = —oc).
2) In the case limy, ‘[T'(Iogt — logs)sg(s)*ds < oo and ff g(s)~Yds = +oco. For
every y1 > (b;) (resp.v1 < ¢(b;)) there is a solutiony; € C[r, b;] N C%(r, b;) of
L[y] = 0 in (7, b;) such thaty;(1) = «, y1(bi) = v1, and limy, y1(t) = +oo (resp.
lim; 1, y1() = —00).

Of course, we can show an analogous remark in the direction of the left.

3.2. We next consider the boundary value problem (BVBssociated to (.

Proposition 3.4. Let (H1) and (H2) hold. Supposeg(r) > 0 in (0, bp) and
g(bo) = 0. Then there exists a unique solutione C[0, bg] N C?(0, bg) of (BVPy).

Proof. Let{r,} | 0 asn — oo. Proceeding as in Step 1 in the proof of Proposi-
tion 3.1, we obtain solutions, € C[7,, bo] N C?(r,, bg) of

LIyI() =0 in (74,b0) ; y(ma) =0 and y bo) = (bo),
whereag > 0 is a large constant so thay > max<,<s, |¢(f)| + 1. Since

Ogtﬂgnbo (p(l‘) < yn+l(t) < }’n(t) for Ve [TIU bO]v

{y(#)} converges to a continuous functioff locally uniformly in (0 bg). By (3.2),
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{y.(r)} also converges ta{(r) locally uniformly in (Q bg). Now fix 0 < 75 < bo.
Letting n — oo in (3.1) with y =y,, a = y,(70) and 3 = y,(m), we obtain

Y3 () = & (70) + 7034 (70) log (Tio)

(3.3) ,
+ [ (logt ~logs)sg(s) . y3(s)ds
70
for all r € (0, bo), hencey; satisfiesL[y§1(r) = 0 in (0, bg). By the same reason as
before, y;(r) converges as | 0. Denoting the limit byys(0), we seey; € C[0, bg] N
C?(0, by) is a solution of (BVR).
It remains to prove the uniqueness for (ByPTo this end we divide our consid-
erations into three cases.

Case 1. [,,logs - sg(s)~tds > —oo. Clearly, in this case/,;sg(s) " ds < +oo.
Writing (3.3) in the form

Yo(t) = yo(70) — T0Yg(70) log 70 + /O logs - sg(s) 1 £ (s, yg(s))ds
+C*logt +/t(|ogt —logs)sg(s) 1 f (s, yg(s))ds,
0

where C* = 7oy§(10) — 5 sg(s)f (s, y§(s))ds, and notingyg () converges toyg(0)
ast | 0, we getC* =0. Thus

(3.9 50027 [ 5 Ao, 3300

We now suppose that (B has two solutionsysi(t), y2(t), and y;(0) > y»(0). Then
by (H1) and (3.4) for sufficiently small > 0, we havey;(r) — y2(#) > 0, and hence
z(t) := (y1 — y2)(¢) is increasing at = 0. Since b) = ¢(bo) — p(bo) = 0, z takes its
positive maximum over [Obo] at 7 € (0, bg); this contradicts the maximum principle.

Case 2. [,,logs-sg(s)"*ds = —oo and [,;sg(s)'ds < oo. In this case we will
prove limoys(t) = y5(0) = ¢(0) by contradiction. First we supposg(0) > ¢(0).
Without loss of generality we may takey > O as small as we like. Then we may
assumef  y5(s)) > do > 0 on [0 7] with somedp > 0. Let us write (3.3) in the
form: for all 0< ¢t < 719

W5 (1) = v3 (r0) — 7033 (7o) log 7o + / l0gs - sg(s) "/ (s. y(s))ds
(3.5) »
+C*logs + logr / 59(s) 1 £ (s, v ())ds,
0
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where C* is the same constant as that in Case 1. We wish to stibw 0. Suppose
C* > 0. Then, for all 0< r < 79,

*

50 =1 (7 [sa) 26 550605) > T

becausef s y§(s)) > 0 for all 0 < s < 7. From this it follows yg5(z) < y§(m0) +
C*log(t/m0). Then lim o yg3(r) = —oo; this is a contradiction. SimilarlyC* < 0 cannot
occur, whenceC* = 0. Thus, remarking the right-hand side of (35> —occ ast |

0, we get a contradiction. Thereforg;(0) < ¢(0). Similarly, we seey;(0) > ¢(0),
hence we conclude thag;(0) = ¢(0). It is now easy to see, by (H1) and the maximum
principle, that the uniqueness for (By)Pholds.

Case 3. f+osg(s)_1ds = +o0. In this case, we also proveg;(0) = ¢(0). Suppose
¥3(0) > ¢(0). As in Case 2, we may assunfes, {(s)) > do > 0 on [0, 7o]. Since

. 1 . o 1
yol(r) < A (ToyS(To) - 50/ sg(s)‘lds> -
t

for all 0 < ¢ < ¢* with sufficiently small¢*, y5(t) > —logt + logt* + y5(t*). This
implies lim, o y5(r) = +oo; this is a contradiction. Thus;(0) < ¢(0). Similarly, we
see y;(0) > ¢(0), hencey;(0) = ¢(0). As usual, the uniqueness for (ByPis now
clear. The proof of Proposition 3.4 is complete. ]

Remark 3.5. By the proof of the existence and uniqueness of solutions for
(BVPyp), we can show the following which will be used in our later argument: Let
¥ be the unique solution of (BM}. Then, for everyr € (0, bo) and v1 > y§(m1)
(resp.m1 < y§(r1)), there is a blowup (resp. blowdowg)?-solution y; of £[y] =0 in
(Ty,, bo), 0 < Ty, < bo, such thatyi(1) = y1, yi(bo) = ¢(bo), and lim 7, yi(t) = +oo
(resp. lim 7, yi(t) = —o0).

3.3. In this subsection we shall complete the proof of Theorem 1. We put

y8(|x‘) (.X € Bbo)
u(x) = ¢ v (|x)) (x € Aai, bi))
e(xl) (x| € 2(g)),

where y* (resp. yg) is the solution of (BVP ) (resp. (B\W}) obtained in Proposition
3.1 (resp. Proposition 3.4). Then, it is clear thatis radial and standard, and satisfies
Flu*](x) =0 for all x € Bg\ {0} in the viscosity sense. Therefore, it suffices to verify
that u* satisfiesF[u*](0) = 0 in the viscosity sense. It is obvious that if€0Z(g) is

a cluster point ofZ(g) then u*(0) = ¢(0); henceF[u*](0) = 0 in the viscosity sense.
Thus, it suffices to check thaj(x) = y§(|x|) is a viscosity solution of (§).
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Since, in the Cases 2 and 3 in the proof of Proposition 3.4, (0) = Oug(@) =
©(0), it is clear thatuj satisfiesF[u§](0) = O in the viscosity sense. It remains to
consider the Case 1 in the proof of Proposition 3.4.

Case 1-1. g(0)> 0. In this case, by (3.4), we have liy;(t) = 0. Moreover,
noting lim 0 5(1)/1 = £(0. y3(0))/(24(0)), we find

1
2g(0)

For every p, X ) € J2*uj(0), we havep =Duj(0) = 0 anduj(x) < uy(0) +

(1/2)(Xx, x) + o(]x|?). On the other handyg(x) = u§(0) + (1/2)y5(0)|x|? + o(|x|?).

HenceX — y5(0)E > O. Thus Tr(X ) > 2y;(0) (Note N = 2). Since—g(0) Tr(X) +

(0, u(0)) < —2g(0)yg(0) + £ (0, y5(0)) = 0, ug satisfiesF[ug](0) < 0 in the viscosity
sense. Similarly, we see thatg(0) Tr(X) + £ (0, u§(0)) > 0 for all (p, X) € J>~u}(0);

this meansug satisfiesF[u5](0) > 0 in the viscosity sense. Consequently, is a vis-
cosity solution of (R).

m Ye(@) = 10, y5(0)) := 5 (0).

Case 1-2. g(0) =0 andf+O logs - sg(s)~Yds > —oo. Without loss of general-
ity, we may assume limo y5(t) = y5(0) > ¢(0). Takingfo > O sufficiently small,
we have f § y3(s)) > do > 0 for all + € [0, 9] with some o > 0. In this case,
we first note thatu; satisfiesF[ug](0) > O in the viscosity sense, and lirg ys(¢) =
lim, o 7g(t) =1 f(z, y§(z)) > O by our assumptionyg(0) > ¢(0). It is easy to see that if
lim, 5 y5(t) > O then J2*u}(0) = ¢, henceu satisfiesZ[u3](0) < 0 in the viscosity
sense. Thereforey; satisfiesF[u§](0) = 0 in the viscosity sense. We next consider the
case when_lim, y5(#) = 0. In this case, from

1
yo(t) = )’5(0)"'/0 (logz — logs)sg(s)~* £ (s, yo(s))ds,
it follows immediately

110 1

Y

. b [T _1
Itlmt—z/o(logtflogs)sg(s) ds

50 . —1
2 lim = +00.
2 zlio g() 00

This implies J2*u3(0) = ¢, henceu; satisfiesF[u5](0) < 0 in the viscosity sense.
Consequentlyy is a viscosity solution of ().

It remains to prove the uniqueness of standard viscosity solutions of (DP). To
prove this, we use the following assertion which will be applied frequently in our later
discussions.
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Lemma 3.6. Assume that2 is a domairg € C(2) is nonnegative, and that
f(x,r) € C(2 x R) is increasing inr for each fixed € Q. Suppose thak € C(Q)N
C?(Q) is a classical supersolutiofresp. subsolution and thatv € C(R) is a viscosity
subsolution(resp. supersolutignof

—g(x)Au+ f(x,u)=0 in
u(x) > v(x) (resp. u(x) <wv(x)) on 0Q.

Thenu(x) > v(x) (resp.u(x) < v(x)) on Q.

The proof of this lemma is standard and easy, and so we omit giving it here.
Suppose that is an arbitrary standard viscosity solution. It is easy to see by
Lemma 3.6 that ifg { )> 0 in (a;, ;) andg @; ) =g b; ) = 0, themw A ) =} (x) for
all x € A(a;, b;). In the case wheréxo| is a cluster point ofZ(g), noting that the so-
lution u} € C(A(a;, b;)) N C3(A(a;, b;)) of (P;) satisfiesu?(x)| < max, <<y, |¢(t)| for
Vx € A(a;, b;), we haveu; (xo) = lim,_, | ¢(r) = ©(|x0l) = v(x0).
Finally we claimug(x) = v(x) for all x € B,, under the conditiorg 7( }> O in
(0, bo) and g po) = 0. By virtue of Lemma 3.6 it suffices to verify§(0) = v(0). Sup-
poseu3(0) < v(0). Then, puttingV (r) = max, s v(x), we haveug(to)) < V(1) for
to > 0 small. By Remark 3.5, there is Gz—soluti_ony of L[y] = 0 in (T3, bo) such
that y(bo) = w(bo), ¥(t0) = Yo With ug(to) < 70 < V(to), and lim,z, y(¢) = +oo where
T; is the blowup time ofj. Putting i(x) = (|x|), we havej() = V(7) for some
T; <1 < to. Henceii(x) > v(x) on A(7, bo). By Lemma 3.6,i(x) > v(x) for all
x € A(7, bo) which is impossible becausi(x) = 5(fo) = 70 < V(t0) on |x| = to. Thus
ug(0) > v(0). Likewise, u§(0) < v(0). Hence, applying Lemma 3.6 again, we conclude
v =ug. The proof of Theorem 1 is complete.

4. The proofs of Theorems 2 and 3

In this section we are concerned with the uniqueness and nonuniqueness of vis-
cosity solutions for (DP).

4.1. In this subsection we prove Theorem 2, that is, the uniqueness of viscosity
solutions of (DP) under the assumption (H3). Lekr €)C(Bk) be an arbitrary vis-
cosity solution of (DP). Define fox € Bg

U(x) = sup{u(Qx); 0 € O(N)} and U(x) =inf{u(Qx); 0 € O(N)},

where O (V) denotes the set of orthogomélx N matrices. SinceD X ) is compact
and closed (in the matrix norm), we sé&x) = maxu(Qx); Q € O(N)} and U(x) =
min{u(Qx); Q € O(N)}. Denote

07(x) = {Q € O(N); U(x) = u(Qx)}
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0 (x) ={Q € O(N); U(x) = u(Qx)}.

In general,Q0*(x) and @~ (x) may be multi-valued forx € By.
Lemma 4.1. U(x) and U(x) are continuous onBy.

Proof. Let us prove that i, — x thenU(x,) — U(x). For simplicity, we de-
note 0*(x,) = O,. By the compactness, there is a subsequence (denote tHig®bly
again) such thap, — Q* € O(N) asn — oo. From

‘M(ann) - M(Q*X)| < |M(ann) - M(Q*xn)| + |M(Q*xn) - M(Q*x)|’
|ann - Q*xn| S HQn - Q*” : |xn| - O (n - OO),
|0 x, — Q"x| < ||Q"[| - |xp —x[ =0 (n — 0),

we see
4.1) lim u(Q,x,) =u(Q*x).
On the other hand, it is clear, by the definition @f (x), that

(4.2) u(Q*x) < u(Q*(x)x)
(4.3) u(Q"(x)xn) < u(Quxy).

Letting n — oo in (4.3), we getu Q*(x)x) < u(Q*x). Thus, by (4.2),u Q*x) =
u(Q*(x)x), that is, 0* € Q*(x). Therefore, by (4.1)

|U(x,) — Ux)| = [u(Qux,) — u(Q*x)| - 0 as n — oc.

Similarly, U(x) is also continuous omB;. The proof of Lemma 4.1 is complete.
O

Lemma 4.2. (i) U is a radial viscosity subsolution dDP).
(i) U is a radial viscosity supersolution ¢DP).

Proof. We first show thaU and U are radial. Letx;, x» € Br be such that
|x1] = |x2|. Then there existg)1 € O(N) such thatx; = Q1x,. From

U (x1) max u(Qx1) = Q@&?&)M(Qlez)

0€O(N)
max u(Px;) =U
PEO(N)M( x2) (x2),

here we used the faa® N( Q) = O(N), it follows that U is radial. Likewise,U is
also radial.
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We next prove thatl is a viscosity subsolution. Let € R and (p, X) €
J?>*U(z). Then

U@y) <UR)*+(p,y—z)+ %<X(y —2),y—z2)+o(ly —z%)

W(Q D+ {p.y — )+ S0~ .y~ 2) +olly — 2P)
nearz . NotingU(y) > u(Q*(z)y) and’ Q*(z)Q*(z) = I, we have
u(Q"(2)y) < u(Q"(2)2) +(Q"()p. Q" @)y — 2))
+ %<Q+(Z)X’Q+(Z)(Q+(Z)(y -2)). Q") —2)
+0(| Q" @)y — 2" (2)z?).
hence Q*(z)p, 0*(2)X' Q*(2)) € J>*u(Q*(z)z). Sinceu is a viscosity solution,
—8(107(2)z) TI(Q™ () X' 0" (2)) + f (10" (2)z], u(Q™(2)2)) < O,
whence
—g(lz) Tr(X) + £ (2], U(2)) < O.

Therefore,U is a viscosity subsolution. Similarly/ is a viscosity supersolution. The
proof of Lemma 4.2 is complete.
Now we are going to prove the following key lemmas.

Lemma 4.3. Let (H1), (H2) and (H3) hold. Letxo, € Bg be such thatjxe| €
Z(g) and g(r) > 0 for all t € (Jxo| — 9, |xo| +6)\ {|xo0|} with somed > 0. Suppose that
either

|xol |xo|+6
/ g(®) "t = +00 or / g(t)~dt = +o0.
| \

Xo|—6 Xol

holds. ThenU (xo) = U (xo) = ©(|x0).

Proof. For simplicity, we putz =|xo|. We showU(a) < ¢(a) < U(a) from
which it follows immediatelyU (a) = U(a) = ¢(a), under the assumption

/ g(t)~Ydr = +oo.
a—aé

We first provelU(a) < ¢(a) < U(a) in the case lim, f’(logt —logs)sg(s) tds =
0o. Supposel(a) > ¢(a). By Proposition 3.1, we findC2-solution y(¢) of £[y] = 0
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satisfying y(m) = U(m) and y(a) = ¢(a), wherea — § < 19 < a. Choosingri(< a)
sufficiently close toa so that/(r1) > y(r1), we find ay; such thaty(r) < 71 <
U(m). Then, by Remark 3.3, there is@ blowup solutionz { ) of£[z] =0 in (7o, T%)
satisfyingz (o) = U(ro) andz (1) =y andz ¢) / +oo ast — T,. Thusz intersects
U at somery(< a). Remarking thatl is a viscosity subsolution by Lemma 4.2, we
have, by Lemma 3.60(r) < z(¢) for all ¢ € [ro, 2], henceU(r1) < z(r); this is a
contradiction. ThusJ(a) < ¢(a). Similarly, in this case, we havé (a) > ¢(a).

We next proveU(a) < ¢(a) < U(a) in the case when lim, ['(logr —
logs)sg(s)*ds < oo. We again supposé&/(a) > ¢(a). In this case, by Remark
3.3, there is a unique solution af[z] = 0 in (r, a) satisfying z o) = U(rp) and
z(a) = U(a). By Lemma 3.6, we havé/(t) < z(¢) for all ¢ € [0, a]. Sincez(t) — +oo
ast 1 a by Remark 3.3,

U(t) —Ula) < |im 20 — 2(@) 2(t) — 2(a) _

4.4 lim
( ) r—a T tla t—a

——tTa

We now claim J2*U(a) # ¢. Without loss of generality, we may assume tftatis
nondecreasing ina(a #') with & > 0 small, and thail/(z;) > U(a) for somer; €
(a,a+d"). Define

w(t) = —M( —1)?+U() for Viela,ti],

where M = {U(t1) — U(a))/(t1 — a)?. It is easy to see thaf[w](r) > O for all ¢ €
(a,t1] if & is small so that O< &' < a. Hence, by Lemma 3.6/(r) < w(¢) for all
t € [a, t1]. Combining this with (4.4), we havd?*U(a) # ¢. Recalling thatU is a
viscosity subsolution, we find that, for every,(X €)J%*U(a),

0> —g(a) Tr(X) + f(a, U(a)) = f(a, U(a)),

henceU(a) < o(a); this is a contradiction. Similarly, we hav&(a) > ¢(a).
In a similar way we can see thadf(|xo|) < ¢(|xo|]) < U(|xo|) holds under the
assumptlonfllx"‘ 6g(t)*1dt = +oo. The proof of Lemma 4.3 is complete. L]

Lemma 4.4. Let xo € By be such thatyg € A(a’, b’), whereg(t) = 0in I’ =
[a’, b']. ThenU (xo) = U(xo) = ¢(|xol)-

Proof. To prove this, it suffices to note that := {x € A(a’,b)|J>*U(x) #
¢} is dense inA &, b’), (cf. [6]). Indeed, there exists a sequenfg} C J. such
that x, converges tag asn — oo. By definition of viscosity subsolutions, we have
f(x,, U(x,)) < 0, henceU(x,) < ¢(x,). By the continuity ofU and ¢, we obtain
U(x0) < ¢(|x0|). Likewise, U(xo) > ¢(|xo|). The proof is complete. O
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Lemma 4.5. Let (H1), (H2) and (H3) hold. Suppose: € Z(g) is a cluster point
of Z(g). Then

U(a) < ¢(a) < U(a).

Proof. In view of (H3) and Lemmas 4.3-4.4, we may assume that there exists a
sequence(l, = (a,, b,)} of intervals such that

(4.5) a, <b,<an+, and a, /a as n— oo,
(4.6) gla,)=gWb,)=0 and g()>0 in I,,n=12....
by e by
4.7) / g()Yds <oo,n=1,2 ..., and Z g(t) " tds = +oo.
An n=1 v n

We now supposé/(a) > (a). Without loss of generality, we may assume
(4.8) f@,U@)>6 >0 for a3 <t<a.

By Remark 3.3, there exists a uniq@&-solution y, of L[y,](#) = 0 in I, satisfying
yulan) = U(a,) and y, ¢, ) =U(b,). By Lemma 3.6,U(t) < y,(t) on I, hence

—— U@)—-Ula . . U@)-U( .
(49) I|mtla,, % S yn(an) and Il_n}Tb” % Z yn(bn)-
We may assume
. U(t) - U(a)
(4.10) lim, ,, = — = > =
and fort, =a,, b,
@1 im,, Y0200 g, COZUE) oy,

In fact, if liminf,},,(U(t) — U(a1))/(t —a1) = —oc then J2*U(as) # ¢. By definition of
viscosity subsolutionf dy, U(a1)) < 0 which contradicts (4.8). If (4.11) does not hold
for someno, then J2*U(t,,) # ¢, hencef &,, U(t,,)) < 0 which contradicts (4.8).

Put

— U@n)-U@®
Yo = limy g, 7(2_])( ”),

n=12....

Clearly, by (3.2), (4.9) and (4.11) with, &, ,

b,
(4.12) Ban = bain(a) = anin(an) + / 59(5) "2 £ (5. yu(s))ds.

n
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For everyd, > 0, we define
wy(t) == b, (v, — 3,)log <bL> +U(b,) for b, <t<au.

Sincew), ¢ )+ (¥Yf)w,(¢t) =0 for all ¢ € [b,, ay+1] and a,+1 — b, Mmay be assumed to be
sufficiently small, we seev, is &2 supersolution ofC[y] = 0 in (b,, a,+1). Noting
that there is & such that 0< " —b, < 1 andU(t}) > w,(t’), and thatU (t) — w,(z)

is nondecreasing inj, a,+1], we have

ﬁ(t) — U(an+1) > lim wy (1) — wy(an+1)

lim

——tTans1 —
t—a tTans+ r—a
(413) n+l An+1 n+l
- _ b/z(’Yn - 511)
= W, (a11+l) - Cli
n+l

Using (4.9), (4.11) withy,+1 = a,+1, and (4.13), we have

by (v — 6n) < Wllaml U(t) — Ulay+1)
ap+1 I — ap+1

Therefore, by (3.2), (4.12), and (4.14),

(4- 14) < j’n+l(an+l)-

. 1 b”+1
Vn+1(by+1) > byt <bn(7n — 0n) +/ Sg(s)ilf(sa y/1+1(5))ds>

An+1

n

1 , bn
2 bn+1 <anyn(an) +/a Sg(S)_lf(s’ yn(s))ds

hn+1
+/ Sg(s)ilf(sv )’n+l(s))ds - bn(5n>

An+1

Y

n+l

b; n
> (1/bn+1) <alj’l(al) + Z/ sg(s) " f (s, yils))ds — Zh‘@') .
=1 Jai i=1

Taking 6, = 1/2", we see, by (4.7) and (4.10), th@ti1(b,+1) — +oo asn — oo.
Thus, for arbitrary largek > 0, we find y,(b,) > K for large n . Noting thaty,(b,) <
Y, and thatlU () — w,(¢) is increasing in 4, a), b, < t* < a, we have

V

U0 -U@) _ o wal0) = wile) _ bun—8) _ K=
t—a tla t—a a 2

Ii—mtTa

which shows, from the arbitrariness &f, _ lim(U (1) — U (a))/(t —a) = +co. Hence, by
usual arguments/%*U(a) # ¢, which implies f ¢, U(a)) < 0; this is a contradiction.



RADIAL VISCOSITY SOLUTIONS 753

In a similar way, U(a) > ¢(a) is proved. The proof of Lemma 4.5 is complete.
]

It is now easy to complete the proof of Theorem 2. Indeed, Lemmas 4.3-4.5 im-
ply that if |xo| € Z(g) thenu (o) = ©(Jxo[). By Lemmas 4.1, 4.2 and 3.6, we obtain
U(x) < u*(x) < U(x) in A(g;, b;), henceu £ ) =u*(x) on A(a;, b;). On the other hand,
by recalling the proof of Theorem 1, we have (OxXO0). Thereforeu £ ) =*(x) on
By,,. Consequently, we see that & on Bg. The proof of Theorem 2 is complete.

]

4.2. In this subsection we prove Theorem 3, that is, the nonuniqueness of vis-
cosity solutions for (DP) under the assumption (H4). As before, for each giverr,
let us consider two boundary value problems:

(BVP)™ Llyl(n=0 in (0,a); y(@) =«
and
(BVP)* LIy(H=0 in (a,R); y(@=a and yR)=0.

By Proposition 3.1, we find a solutiop, (+) and y:(z) of (BVP)~ and (BVPJ, re-
spectively. We put

p(@) =y, (a) and g @)=y ().

As in the proof of Proposition 3.1, we verify that the following three assertions:
(i) If a1 < azthenyg (t) < y,,(¢) for Vi € [0,4a] (resp. y;, (1) < ya,(t) for vt €
[a, R]) and p (1) < p(az) (resp.q i) > g(a2)),

(i) p(a) andg () are continuous.

(i) Im — _ o p(@) < 0 < liMy— oo p(@), liMy—_ oo g(a) = +oo, and lim,— . g(a) =
—0OQ.

Hence there is a uniguey € R such thatp o) = g(ao). Define

) (x):{y;qxo (x € By)
: yi(x])  (x € A(a, R)).

We now prove the assertions (i)—(iii) in Theorem 3. The assertion (i) is evident. To
prove (i), supposero(x) = ua(x) > u*(x) = ¢(a) on |x| = a, whereu™* is the stan-
dard viscosity solution of (DP). Then fromg > ¢(a) it follows that p ) = y;, (a) <
yi(a) = q(a) for ¢(a) < Va < ag. Thus J%*u,(x) = ¢ on |x| = a, henceu,, satisfies
Flua](x) <0 on|x| =a in the viscosity sense. On the other hand, it is also clear that
for p(a) < a < o, u, satisfiesFu,](x) > 0 on |x| =a in the viscosity sense. There-
fore, u,, p(a) < a < ap, is a viscosity solution of (DP). By making use of the stabil-
ity theorem [16],u,, iSs a viscosity solution of (DP). To prove that,, (resp.u*) is
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the maximum (resp. minimum) viscosity solution, we first note that it g > p(a)
then y; (a) > v%(a), henceJ?*u,(x) # ¢ for |x| = a (cf. [19]), which implies thatu,,
could not be a viscosity subsolution of (DP). Remarking that ik p(a) < ap then
y5 (@) < yi(a), we haveJ?~u,(x) # ¢ for |x| = a, henceu,, could not be a viscosity
supersolution of (DP). Now, let be an arbitrary viscosity solution of (DP). Define

V(x) = ‘max v(y) and V(x)= |rr\]:i\n\ v(y).

yI=lx|

By Lemma 4.2,V (resp.V) is a viscosity subsolution (resp. supersolution). Therefore,
as shown above,

pla) = y"(@) =u"(x) < V(x) < V(x) < ttao(x) = yao(@) on |x|=a.

Therefore, we conclude that* (resp.u,,) is the minimum (resp. maximum) viscosity
solution. Thus the proof of (ii) is complete. Similarly, we can prove the assertion (iii).
The proof of Theorem 3 is complete.

Appendix. The proof of Lemma 3.2

We do not know that Lemma 3.2 has been proved elsewhere. For completeness,
we give a proof by applying the known result:

Lemma A.1l. Suppose thak € C([r1, 2] x R x R) is bounded. Then there exists
a solution of the two-point boundary value probtem

@) =h(t, y@), y@)) in (r1,72); y()=a1 and y(r2) = a
Proof. See [13] for a proof. O

Proof of Lemma 3.2. We wish to prove the existence and uniqueness2-of
solutions of

P { 5=~ 130)+ 8() (L y0) i ()
y(m)=a1 and y )= ae.

First let us introduce some constants:

(A1) M = max{|aa]. |az|, max |e()[}
(A2) L = max{g(®) 7 f(t. Mim <t <72 |y < M}

(A.3) K = max{2 87M} >1)

7’1’ LTl(Tz —7'1)
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(A.4) K = max{Ln, M} .
T2(T2 — 1)

Using these constants, we define functiofisz, y( ) ghg ¢, y,(p ) as follows:

gO) 1 f(t,—M) (y <—M)
M@ y)=38 g1 y) (vl < M)
g, M) (y= M)

and

24 ) (p < -mK)

fuk(t,y, p) = —€+fM(t’ y) (Ip| < m2K)
SRt ) (02 k)

Since fyk ¢ y, p) is continuous and bounded, we see, by Lemma A.1 and (H1),
that there exists a unique solutiox € C[71, 2] N C?(ry, 12) of

y(@) = fux @, y(0), y(@)) in (m1,72) ; y(m)=o1 and y () = az.
To seeyyk is a solution of (BVP), we show
(A.5) lymx (@) < M, |yux(t)] < 2K for Vi€ [n, ]

It is easy to sedyyx(t)] < M for all t € [r, 7. Let us verify |yyk ()] < 7K.
For the sake of simplicity, we denote,x by . We first show that if there is @
[71, 2] such thaty(t;) = 72K then y(t) < K for all ¢+ € [r1, 72]. Suppose there is
at, € (t1, 7] such thaty(r) > K. Then we findf € (1, 5] such thaty(f) > K
and y(f) > 0. Thus, by (A.2) and (A.3)y(f) < —K+L < —K + Lk < 0; this is a
contradiction.

We next claimyy k(1) < K by contradiction. Supposéy k(1) > 7K. Then
there is ar € (1, ) such thaty(r) = K. Indeed, if y(r) > mK for all t € [r1, 7]
then, by (A.4),|az — ai] = |y(m2) — y(m1)| > |2 — ay); this is a contradiction. Noting
that y(t) > 72K > m»Lk for all ¢ € [11, 1], we have by (A.3)

2M > |y(t) — y(m1)| = T2Lk(t — 11) > (t — 1),

2T

hencer — 11 < (12 — 11)/2. Thust, — t > (12 — 71)/2. Therefore, by (A.1)—(A.3),
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201 > |y(r) - (@) = 5@)1og () ~ L [~ (logr. ~logs)sds

LTlli
4

— -~ L
>tK(72—f)—Z(722—;2)Z (r2 — 1) > 2M,;
this is a contradiction.
Similarly, y(¢t) > —m2K for all ¢ € [, 72]. We conclude, by (A.5), thayyx is a
solution of (BVP). The uniqueness is obvious. The proof of Lemma 3.2 is complete.
]
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