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Following the terminology of [2], we say that an algebraic surfaceX satisfies (†)
if:

X is a complete normal rational surface,X is affine ruled and
rank(PicXs) = 1,

(†)

whereXs denotes the smooth locus ofX; we say thatX satisfies (‡) if:

X satisfies (†) and every singular point ofX is a cyclic quotient singularity.(‡)

(Here, and throughout this paper, all algebraic varieties are over an algebraically closed
field k of characteristic zero.) As we will see in Section 1, the weighted projective
planesP(a; b; 
) satisfy (‡).

Paper [2] investigates the problem of finding all affine rulings of a given surfaceX satisfying (†). In particular, it shows that ifX satisfies (†) then the problem reduces
to that of describing a certain setT0(X) of triples (m; T1; T2), wherem is a positive
integer and eachTi is a 2� hi matrix with entries inN (0 � hi � 2). The aim of the
present paper is to give an explicit description of the setT0(X) in the case whereX
is a weighted projective plane; this is achieved by Corollary 7.1 and Propositions 7.3,
7.4 and 7.7. Thus [2] and this paper solve the above mentionedproblem for weighted
projective planes.

Let us also point out the following characterization of weighted projective planes,
which we prove in the form of Corollary 6.12, below (see 1.19 for the notion ofres-
olution graphof a normal surface):

Theorem. Let X be a complete normal rational surface which is affine ruled
and satisfiesrank(PicXs) = 1. If X has the same resolution graph as the weighted
projective planeP(a; b; 
), thenX is isomorphic toP(a; b; 
).

Although this paper relies heavily on the results and concepts developed in [2], it
is almost completely self-contained, thanks to Section 2, which is essentially an outline
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of those parts of [2] which are directly needed here. However, it may be necessary
to consult [2] in order to fully understand how to recover theaffine rulings from the
description ofT0(X) given in this paper. (First, starting fromT0(X), one uses 5.17 and
5.39 of [2] to construct the larger setT(X); then, as explained in 5.3 of [2], one has
a “recipe” for constructing all affine rulings ofX.)

We also refer to the introduction of [2] for a discussion of related problems and
applications. For instance, the results of this paper enable one to describe all curvesC on P = P(a; b; 
) satisfying �̄(P n C) = �1, and all locally nilpotent derivations of
k[X; Y;Z] which are homogeneous with respect to weightsa; b; 
 for X; Y;Z.

1. Preliminaries on weighted projective planes

Let a0, a1, a2 be positive integers and consider the weighted projective plane

P = P(a0; a1; a2) = ProjA;
whereA = k[X0; X1; X2] is graded by assigning weightai to Xi . Note thatP is a
complete normal rational surface and thatP(a0; a1; a2) �= P(ȧ0; ȧ1; ȧ2), where ȧi =ai=d, d = gcd(a0; a1; a2). Moreover, if we assume thata0; a1; a2 are relatively prime
then:

1.1 ([3], 1.3.1). For distincti; j; k 2 f0;1;2g, let �i = gcd(aj ; ak) and a0i =ai=�j�k. Thena00, a01, a02 are pairwise relatively prime andP(a0; a1; a2) �= P(a00; a01; a02).
Since our results depend only on the isomorphism type ofP, and not on a specific

projective structure, we will assume throughout:

1.2. a0, a1, a2 are pairwise relatively prime.

1.3. By a coordinate systemof P, we mean an ordered triple (f0; f1; f2) of
homogeneous elements ofA satisfying A = k[f0; f1; f2]. (Then (a0; a1; a2) =
(degf�0;degf�1;degf�2) for some permutation� of 0, 1, 2, andXi 7! f� i gives an
automorphism ofA as a gradedk-algebra.)

If F 2 A is homogeneous, letV (F ) � P denote the zero locus ofF .

1.4. Given a coordinate system (X0; X1; X2) of P, let Ri = V (Xi) � P (an irre-
ducible rational curve) and letqi 2 P be the pointRj \Rk (where fi; j; kg = f0;1;2g).

Lemma 1.5. Given a coordinate system(X0; X1; X2) of P, the rational maps�i :
P! P

1 (i = 0;1;2) defined by

�0 =
Xa2

1Xa1
2

; �1 =
Xa0

2Xa2
0

; �2 =
Xa1

0Xa0
1
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induce three affine rulings ofP.

Proof. Note thatq0 is the only fundamental point of�0 in P. The general fibre
of �0 is C = V (�Xa2

1 � �Xa1
2 ), �, � 2 k�, which is irreducible since gcd(a1; a2) = 1.

SinceC n fq0g �= A
1, �0 induces an affine ruling ofP.

DEFINITION 1.6. The three affine rulings of 1.5 are said to bestandard with re-
spect to(X0; X1; X2). An affine ruling of P is standard if it is standard with respect
to some coordinate system.

Lemma 1.7. Let Ps be the smooth locus ofP. ThenPicPs = Z.

Proof. We have Pic(Ps) = Cl(Ps) = Cl(P), where “Cl” denotes divisor class group.
Using the fact thatA is an N-graded U.F.D., one obtains a degree function Cl(P)! Z

which is in fact an isomorphism.

By the above results,P satisfies (†); we will show in 1.20 thatP satisfies a con-
dition stronger than (‡). Also recall:

1.8 ([2], 1.16). A surface satisfying (‡) cannot have more than 3 singular points.

L INEAR CHAINS.

1.9. We use the standard definitions for blowing-up, contractionand equivalence
of weighted graphs (but note that, in weighted graphs, we do not allow multiple edges
between a given pair of vertices). Alinear chain is a weighted tree without branch
points; anadmissible chainis a linear chain in which every weight is strictly less than�1. The empty graph is regarded as an admissible chain.

1.10. Let G be a weighted graph,v1; : : : ; vn its vertices and!i the weight ofvi .
Recall that thedeterminantof G is defined by det(G) = det(�A), whereA denotes the
“intersection matrix” ofG, i.e., then � n matrix with entriesAii = !i and, if i 6= j ,Aij = 1 (resp. 0) ifvi; vj are neighbors (resp. are not neighbors).

1.11. Let G be a weighted tree,v a vertex of weight�(v) in G, G1; : : : ;Gn the
branches ofG at v andvi the vertex ofGi which is a neighbor ofv in G. If di = detGi
and d 0i = det(Gi � fvig), then

detG = ��(v) d1 � � � dn � nX
i=1

d1 � � � di�1d 0i di+1 � � � dn :
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DEFINITION 1.12. LetA be the linear chain

r r r r. . .
w1 w2 wn�1 wnv1 v2 vn�1 vn (wi 2 Z, n � 0).

We say thatA has discriminant Æ and subdiscriminantsÆ� and Æ� to indicate that
det(A) = Æ and thatfdet(A n fv1g);det(A n fvng)g = fÆ�; Æ�g (equality of sets). IfA
is empty, it has discriminant 1 and subdiscriminants 0 and 0;if A consists of a single
vertex, its subdiscriminants are 1 and 1.

1.13. If A is a linear chain with discriminantÆ and subdiscriminantsÆ� and Æ�,
then Æ�Æ� � 1 (modÆ).

1.14. Let A be anadmissiblechain with discriminantÆ and let s be one of the
subdiscriminants ofA. Then 0� s < Æ; also, A is empty () Æ = 1 () s =
0. Moreover,A is completely determined by the outer Euclidian algorithm on (Æ; s):
write r0 = Æ, r1 = s, ri�1 = qiri � ri+1 (0� ri+1 < ri , i = 1; : : : ; n) and rn+1 = 0; thenA
is

r r r r. . .
�q1 �q2 �qn�1 �qn:

1.15. Let A andA0 be two linear chains.
1. If A andA0 are equivalent as weighted graphs, then they have the same discrim-
inant Æ and, moduloÆ, the same subdiscriminants.
2. Assume thatA andA0 are equivalent to admissible chains. IfA andA0 have the
same discriminantÆ and if some subdiscriminantss of A and s 0 of A0 satisfy s � s 0
(mod Æ), thenA andA0 are equivalent weighted graphs.

1.16. Let a; b; 
 be pairwise relatively prime positive integers.
1. There is a unique integer
0 = 
0(a; b) with 0 � 
0 < 
 and b � a
0 mod
. (Note
that 
0 = 0 if and only if 
 = 1.)
2. Define the integer
00 = 
00(a; b) by 
0(a; b)
0(b; a) = 1 + 
00
. (Note that
 = 1)
00 = �1 and
 6= 1) 0� 
00 < 
0 < 
.)

One also defines integersa0(b; 
), a0(
; b), a00(b; 
), b0(a; 
), etc. Note that each
one of these is a function of thethree variablesa, b, 
.

DEFINITION 1.17. Consider an unordered triple [Æ0; Æ1; Æ2], where Æ0; Æ1; Æ2 are
pairwise relatively prime positive integers. We define the weighted graphG[Æ0;Æ1;Æ2] to
be the disjoint unionA0[A1[A2, whereAi is the unique admissible chain with dis-
criminant Æi and subdiscriminantsÆ0i(Æi+1; Æi+2) and Æ0i(Æi+2; Æi+1) (with indices computed
modulo 3). Note that eachAi is allowed to be empty.
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CYCLIC QUOTIENT SINGULARITIES.

Let !
 � k� be the group of
-th roots of unity.

Lemma 1.18 ([4]). Let a; b; 
 be pairwise relatively prime positive integers. Let!
 act on k[[�; �]] with weightsa; b mod
 for �; � and letX = Speck[[�; �]]!
 .
1. The exceptional locus of the minimal resolution of the singularity of X is an ad-
missible chainE = E1 + � � � +Es of rational curves with dual graph:

r r r r. . .
�q1 �q2 �qs�1 �qsE1 E2 Es�1 Es| {z }
00(a;b)| {z }
0(a;b)| {z }



0(b;a)z }| {

where the braces give the determinants of the indicated subtrees.
2. The proper transform of the image ofV (�) (resp.V (� )) meetsE normally in E1

(resp.Es).
1.19. The resolution graphof a normal surfaceX is the dual graph ofE in X̂,

whereE is the exceptional locus of the minimal resolution of singularities� : X̂! X
of X. Let x be a cyclic quotient singularity ofX and recall that the resolution locus��1(x) of x is an admissible chainA. We define thediscriminant and subdiscrimi-
nants of the singularityx to be those ofA. A smooth point is regarded as a cyclic
quotient singularity of discriminant 1. If the singularityx is determined by!
 acting
with weights a and b (where a; b; 
 are pairwise relatively prime) then Lemma 1.18
says thatx has discriminant
 and subdiscriminants
0(a; b) and 
0(b; a).

SINGULARITIES OF P.

Choose a coordinate system (X0; X1; X2) of P and consider the open neighbour-
hoodD+(X2) of q2 in P. As noted in the proof of 1.3.3 of [3],D+(X2) is isomorphic
to the quotientA2=!a2, where the action is given byt(u0; u1) = (ta0u0; ta1u1) (witht 2 !a2, (u0; u1) 2 A

2). So q2 is a cyclic quotient singularity ofP and, by 1.19,q2

has discriminanta2 and subdiscriminantsa02(a0; a1) and a02(a1; a0); note that the image
in P of the line “ui = 0” is part of Ri (i = 0;1). Similar remarks hold forq0 and q1,
so we obtain:

1.20. 1. For eachi = 0;1;2, P has a cyclic quotient singularity atqi , of dis-
criminant ai and subdiscriminantsa0i(ai+1; ai+2) and a0i(ai+2; ai+1).
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2. SingP � fq0; q1; q2g.
3. qi is a smooth point if and only ifai = 1.

It follows that P is a surface of type [a0; a1; a2], according to:

DEFINITION 1.21. Let [Æ0; Æ1; Æ2] be an unordered triple of pairwise relatively
prime positive integers. By asurface of type[Æ0; Æ1; Æ2], we mean a surface satisfying
(‡) and whose resolution graph isG[Æ0;Æ1;Æ2] .

REMARK. A surfaceX satisfying (‡) may or may not have a type as defined in
1.21. If X has a type, we sometimes say that it hastuned singularities.

REMARK. We will show in 6.12 that every surface of type [Æ0; Æ1; Æ2] is isomor-
phic to P(Æ0; Æ1; Æ2).

Let P̂ ! P be the minimal resolution of singularities andQi the exceptional lo-
cus aboveqi . By the above,R0 andR1 meet the chainQ2 normally at opposite ends.
(With some abuse of notation, we use the same letter to denoteRi and its proper
transform in P̂.) More precisely, we have the first part of the following lemma. The
second part will be proved in Section 3 (but will not be needed).

Lemma 1.22. 1. R = R0 +Q1 +R2 +Q0 +R1 +Q2 is a “ring” of rational curves
with dual graph

s s

s

s

s

s

ss

s

s

s

s

s

s s . . .

p p
p

pp
p

@
@

@@

�
�

��

�
�
��

A
A

AA

�
�

��

A
A
AA

R0

R1R2

Q0z }| {| {z }a00(a1;a2)

z

}|

{ z

}|

{z
}|

{
z

}|
{ a02(a0;a1)

a01(a2;a0)

Q2Q1

2. �R is a canonical divisor ofP̂.

2. Graphs, tableaux and rulings

This section gathers some of the definitions and results of [2] and (we hope) or-
ganizes them in a coherent way. It also includes a few items which are not found in
[2].
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GRAPHS AND TABLEAUX.

2.1. Given weighted graphsG and G 0, the symbolG  G 0 indicates thatG 0 is
obtained fromG by blowing-up once. In that case, ifV (resp.V 0) denotes the set of
vertices ofG (resp.G 0) then V can be viewed as a subset ofV 0 and V 0 n V contains
a single vertex, saye. We call e the vertexcreated by G  G 0. This e has weight�1 and has at most two neighbors inG 0; if it has one neighborv1 (resp. two neigh-
bors v1, v2) then, regardingv1 (resp. v1; v2) as a vertex ofG, we say thatG  G 0
is the blowing-up ofG at the vertexv1 (resp.at the edgefv1; v2g). A blowing-up at
a vertex (resp. at an edge) is also called asprouting (resp.subdivisional) blowing-up.
In reverse, we say thatG is obtained by contracting (or blowing-down)G 0 at e. Given
a sequenceG0  � � �  Gn of blowings-up, we may also speak of the contraction
“Gn � G0” of weighted graphs.

2.2. Let n � 1. By a weighted n-tuple, we mean an orderedn-tuple S =
(G; v1; : : : ; vn�1) where G is a weighted graph andv1; : : : ; vn�1 are distinct vertices
of G.

When n = 1, S is simply a weighted graph; whenn = 2, it is called aweighted
pair. The following is the only weightedn-tuple with n > 2 that we will need:

NOTATION 2.3. Givenx 2 Z, let G(x) denote the weighted triple (G; v1; v2), where
G is the weighted graph

r0v1

rx r0v2 :
2.4. If (G; v) is a weighted pair, we callv its distinguished vertex. By a linear

weighted pair, we mean a weighted pair (G; v) satisfying: (i) G is a linear chain; and
(ii) v has at most one neighbor inG.

2.5. Let (G; v) be a weighted pair andG � G 0 a contraction of weighted graphs
such thatv is not contracted (i.e.,v is still a vertex ofG 0). Then we write (G; v) �
(G 0; v) and call this acontraction of weighted pairs. The equivalence relation (on the
set of weighted pairs) generated by� is denoted “�”, and is called “equivalence of
weighted pairs”.

2.6. Let (G; v) and (G 0; v0) be weighted pairs. Suppose thatG 0 is a blowing-up
of G (i.e., G  G 0) and that the following hold: (i) The blowing-upG  G 0 is either
at v or at an edge incident tov; and (ii) v0 is the vertex ofG 0 which is created by
the blowing-upG  G 0. Then we say that (G 0; v0) is a blowing-upof (G; v) and write
(G; v) (G 0; v0).
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REMARK. A blowing-up of weighted pairs (G; v) (G 0; v0) cannot be undone by
contracting (G 0; v0) as in 2.5.

2.7. A tableau is a matrix T =
� p1 ��� pk
1 ��� 
k � whose entries are integers satisfying
i � pi � 1 and gcd(pi; 
i) = 1 for all i = 1; : : : ; k. We allow k = 0, in which case we

say thatT is the empty tableauand writeT = 1. The set of all tableaux is denotedT .
We define a binary operation on the setT by:

�p1 � � � pk
1 � � � 
k
��pk+1 � � � p`
k+1 � � � 
`

�
=

�p1 � � � pk pk+1 � � � p`
1 � � � 
k 
k+1 � � � 
`
� :

ThusT is the free monoid on the set of columns
�p
� wherep � 
 are relatively prime

positive integers.

2.8. Let (G0; e0) be a weighted pair and
�p
� 2 T . By blowing-up (G0; e0) ac-

cording to
�p
�, we mean producing the sequence (G0; e0) � � �  (Gn; en) defined as

follows.
1. Let G0  G1 be the blowing-up ate0 and let e1 be the vertex ofG1 so created.
Define

� u1 x1v1 y1

�
=
� e1 pe0 
�p �.

2. If i � 1 is such that (Gi; ei) and
� ui xivi yi � have been defined, then:

(a) If yi = 0 then we setn = i and stop.
(b) If yi 6= 0 then letGi+1 be the blowing-up ofGi at the edgefui; vig, let ei+1 be
the vertex ofGi+1 so created and define

�ui+1 xi+1vi+1 yi+1

�
=

8>>><
>>>:

�ei+1 xivi yi � xi
�

if xi � yi;� ui xi � yiei+1 yi
�

if xi > yi :
2.9. Let (G0; e0) be a weighted pair andT =

� p1 ��� pk
1 ��� 
k � 2 T a tableau.
1. We definethe sequence(G0; e0) � � �  (Gn; en) obtained by blowing-up(G0; e0)
according toT by induction onk:� If k = 0 (i.e., T is the empty tableau), thenn = 0 (no blowing-up is per-

formed).� If k = 1, then (G0; e0) � � �  (Gn; en) is defined in 2.8.� If k > 1, then (G0; e0) � � �  (Gn; en) is

(G0; e0) � � �  (Gm; em) (Gm+1; em+1) � � �  (Gn; en);
where (G0; e0) � � �  (Gm; em) is the sequence obtained by blowing-up (G0; e0)
according to

�p1
1

�
and (Gm; em)  � � �  (Gn; en) is obtained by blowing-up

(Gm; em) according to
� p2 ��� pk
2 ��� 
k �.
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2. Consider the sequence (G0; e0)  � � �  (Gn; en) obtained by blowing-up (G0; e0)
according toT , as defined in part (1). Then we write (G0; e0)T = (Gn; en). Hence,
blowing-up is a right action of the monoidT on the set of weighted pairs.

2.10. Let S be a weightedn-tuple, with n � 2, and letT 2 T be a tableau.
Write S = (G; v1; : : : ; vn�1) and let (G 0; e) denote the weighted pair (G; v1)T , as

defined in part (2) of 2.9. Note thatv2; : : : ; vn�1 can be regarded as vertices ofG 0nfeg.
1. DefineST = (G 0; e; v2; : : : ; vn�1), a weightedn-tuple.
2. DefineS 	 T = (G 0 n feg; v2; : : : ; vn�1), a weighted (n� 1)-tuple.
3. Let S h?T denote the unique connected component ofS 	 T which contains no
vertex of G. We regardS h?T as a weighted graph; actually,S h?T is a (possibly
empty) admissible chain. Note thatS h?T is empty whenT is the empty tableau.
4. Let S h

6T be the complement ofS h?T in S 	 T . We regardS h
6T as a

weighted (n� 1)-tuple.
Note thatS 	 T is the disjoint union ofS h

6T and S h?T .

2.11. Given relatively prime positive integersa and b, define
�ab�� =

�xy�, wherex
and y are the unique nonnegative integers which satisfy

����x ay b
���� = �1 and x < a or y < b:

2.12 ([2], 3.23). Let 
 > p > 0be relatively prime integers, letG be the weighted
graph which consists of a single vertexv of weight zero, and let(G 0; v0) = (G; v)

�p
�.
ThenG 0 has two branches atv0, with determinants of subtrees as follows:

(G 0; v0) : r r r r r r r r r. . . . . .v v0�1| {z }p00| {z }p| {z }


p0z }| {
| {z }
�p�p0+p00


�p0z }| {

| {z }

| {z }
�p

where we define
�p00p0� =

�p
��. Note that these two branches are(G; v) h
6
�p
� (left part

of the picture) and (G; v) h?
�p
� (right).

Moreover, if we let(G 00; v00) = (G 0; v0)� 1N� (with N � 1) then the connected compo-
nent ofG 00 n fv00g containingv and v0 is as follows:
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r r r r r r r r r. . . . . .v v0�1�N
| {z }Np(
�p)+1| {z }N
p+1| {z }N
2

N
(
�p)+1z }| {

(This connected component is the same thing as(G 0; v0) h
6
� 1N� = (G; v) h

6
� p 1
 N �.)

2.13. Consider a weighted pair

L : r r r r. . .0v �1 !1 !n| {z }r1| {z }r0
wherev is the distinguished vertex,n � 0, !i � �2, and wherer0 and r1 denote the
determinants of the indicated subtrees (ifn = 1 then r1 = 1; if n = 0 then r0 = 1 andr1 = 0). ThenL determines the 2� 2 matrix M(L) =

� x r0�r1y r0 �
, where

� xy � =
� r0�r1r0 ��

.
For each� � 0, let

�p�
� � = M(L) � �1�� (matrix product). Then define a subsetT (L) of
T by:

T (L) =

(�p�
�
��

1
1

�� ���� � � 0 (resp.� > 0)

)

if !i < �2 for somei (resp.!i = �2 for all i), and where
�p�
� ��11�� is a product in

the monoidT . We also define

Tk(L) =

(
T 2 T

���� T
�

1
1

�k 2 T (L)

)

for eachk 2 N.

2.14. Given L as in 2.13, defineLt :
r r r r. . .0 �1 !n !1 :

Also defineLt0 = L and, for eachs > 0, Lt s = (Lt s�1
)t . By 3.24 of [2], M(Lt ) =M(L)t .
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2.15 ([2], 3.32). GivenL as in 2.13 and
�p
� 2 T such that

�p
� 6= �11�,
L

�p

�

contracts to a linear weighted pair() �p

� 2 Tk(L) for somek 2 N:

Moreover, if
�p
� 2 Tk(L) thenL

�p
��11�k � Lt .
2.16. We will sometimes refer to the following conditions on a tableauT 2 T :

1. T = 1 (the empty tableau);
2. T =

�p
�, where
�p
� 6= �11�;

3. T =
� p 1
 N �, where

�p
� 6= �11� andN � 1.
Given T 2 T satisfying one of the above conditions (1–3), defineŤ 2 T by:1

Ť =

8><
>:

1; if T satisfies 2.16.1;�p0
 �; if T satisfies 2.16.2, wherep0 is given by
�p00p0� =

�p
�� (see 2.11);� 
�p 1
 N � ; if T satisfies 2.16.3:
Note that if T satisfies condition 2.16.i (where i 2 f1;2;3g) then so doešT . If s is a
positive integer, writeT (ˇs) = (T (ˇ(s�1))

)̌, whereT (ˇ0)
= T . Note thatT (ˇ2)

= T .
Let Z

+ denote the set of positive integers.

2.17. Let T(‡) be the set of triples (m; T1; T2) 2 Z
+ � T � T such that (i)T1

satisfies one of the conditions (1–3) of 2.16; (ii)T2 62 �11�T (i.e., if T2 is nonempty
then its first column is not

�1
1

�
); and (iii) each connected component of the weighted

graph (G(�m) 	 T1)	 T2 shrinks to an admissible chain.

2.18. Define an order relation> on the setT(‡) by declaring that (n; T1; T2) >
(m; T 0

1; T 0
2) if n = 1 and the following holds (letL = G(�1)

h
6T 0

1):

There exist an integers � 1 and tableauxX1; : : : ; Xs such thatT1 =
(T 0

1)
(ˇs), T2 = Xs � � �X1T 0

2 and Xi 2 Tki (Lt i ), where k1 = m � 1 andki = 0 for all i > 1.

2.19. Consider� = (1; T1; T2) 2 T(‡) and letL0 = G(�1)
h
6T1. Then the following

are equivalent:
1. � is non-minimal inT(‡);
2. T2 is nonempty and its first column belongs toTk(L0) for somek 2 N.

2.20. Given (n; T1; T2), (m; T 0
1; T 0

2) 2 T(‡), write (n; T1; T2) � (m; T 0
1; T 0

2) to in-
dicate that (G(�n) 	 T1)T2 � (G(�m) 	 T 0

1)T 0
2 (equivalence of weighted pairs). Note that

1In the second part of the definition of̌T , we could also definep0 by 0 < p0 < 
 and pp0 � 1
(mod 
).
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“�” is an equivalence relation on the setT(‡). We have

� > � 0 =⇒ � � � 0 (all � ; � 0 2 T(‡))

by 5.18 of [2], but “�” is not the equivalence relation generated by “>”.

AFFINE RULINGS.

2.21. Let X be a complete normal rational surface. By anaffine ruling of X
we mean a one-dimensional linear system3 on X (without fixed components) which
arises2 from a morphismp : U ! 0 where 0 is a curve,U is a nonempty open
subset ofX isomorphic to0 � A

1 andp is the projection0 � A
1! 0.

2.22. Let 3 be an affine ruling of a surfaceX satisfying (‡). By “resolving”
(X;3), we mean constructing a pair (X̃; 3̃) = (X;3)� as follows ([2], 1.5):
1. Minimally resolve the singularities ofX (write X̂! X). Let 3̂ be the strict trans-
form of 3 on X̂.
2. Minimally resolve the base point of̂3 (write X̃ ! X̂). Let 3̃ be the strict trans-
form of 3̂ on X̃.

Let � : X̃ ! X be the compositionX̃ ! X̂ ! X. The center of� is SingX [
Bs3 and ��1(SingX [ Bs3) is the support of a divisorD of X̃ with strong normal
crossings.

2.22.1 ([2], 1.14). We say that3 is basic if each connected component ofD is
a linear chain.

Then Theorem 2.1 of [2] implies (in particular):

2.22.2. Every surface satisfying(‡) admits a basic affine ruling.
Clearly, 3̃ is base-point-free and its general member isP

1, i.e., 3̃ is a “P1-ruling”
of X̃. Using thatX satisfies (‡), one shows ([2], 1.8 and 1.15):
1. Exactly one irreducible componentH of D is a section of3̃.
2. Each reducibleG 2 3̃ has exactly one(�1)-componentCG. Moreover,H �CG = 0
andD = H +

Pi(G#i �CGi ), where theGi are the reducible members of̃3 and whereG#i is the reduced effective divisor of̃X with same support asGi .
3. 3̃ has at most two reducible members.
Definem > 0 by H 2 = �m and consider the Nagata ruled surfaceFm; let 3m be the
standard ruling ofFm and6m the negative section of3m. Then well-known properties
of P

1-rulings imply:
4. By shrinking eachGi to a 0-curve, we get� : X̃ ! Fm, where the exceptional
locus of� is disjoint fromH , �(H ) = 6m and �(Gi) 2 3m.

2Note that0 must be an open subset ofP1, so p extends to a rational mapp0 : X ! P1 and p0
determines a linear system3 on X without fixed components.
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It follows from (2) that each member of3 is irreducible (but not necessarely re-
duced). Via the isomorphism̃Xnsupp(D) �= Xn(SingX[Bs3), eachF 2 3 determines
an F̃ 2 3̃; moreover,F 7! F̃ is a bijection3! 3̃.

2.22.3 ([2], 2.4 and 2.5). Define anonemptysubset3� of 3 by declaring that it
contains allF 2 3 satisfying: (i) At most one element of3 n fF g is not reduced; and
(ii) all branching components ofD are components of̃F .

Note that if Pi 2 Fm is a point of the center of� then ��1(Pi) contains exactly
one (�1)-curve (namely,CGi ). Because of this property,� can be described by using
a pair of Hamburger-Noether tableaux (one for each point of the center), say HN1 and
HN2. Let Ti be the tableau obtained from HNi by deleting the third row and dividing
each column by its gcd (Ti = HNi 2 T , see 3.6 of [2]). The triple (m; T1; T2) is then
a partial description of� .

2.23 ([2], 5.1 and 5.2). Given a triple (X;3;F ), whereX is a surface satisfy-
ing (‡), 3 is an affine ruling ofX and F is an element of3�, let us now define an
element� of T(‡), called thediscrete partof (X;3;F ) (notation: disc(X;3;F ) = � ).
Consider the triple (m; T1; T2) constructed at the end of 2.22, but make sure3that thePi ’s andGi ’s have been labeled in such a way that the bijection3! 3̃ sendsF toG2. Then we define disc(X;3;F ) = (m; T1; T2). It satisfies:

(m; T1; T2) 2 T(‡) and
�
G(�m) 	 T1

�	 T2 is the dual graph ofD in X̃,

so
�
G(�m) 	 T1

� 	 T2 shrinks to the resolution graph ofX (D and X̃ are as in 2.22
and T(‡) was defined in 2.17).

2.24 ([2], 5.25). Two triples as in 2.23 areequivalent, (X;3;F ) � (X0;30; F 0),
when there exists an isomorphismX ! X0 which transforms3 into 30 and F intoF 0. If this is the case then (X;3;F ) and (X0;30; F 0) have the same discrete part; so
we may speak of the discrete part of the equivalence class [X;3;F ] of (X;3;F ), and
we have a set map

disc :S(‡)! T(‡) [X;3;F ] 7! discrete part of [X;3;F ]

where S(‡) is the set of equivalence classes [X;3;F ]. This map is in fact surjective
and restricts to a bijection

disc :S0(‡)! T0(‡)

3This can always be arranged; it may involvechoosingsome of thePi ’s andGi ’s when 3̃ has less
than two reducible members. See [2] for details.
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where

T0(‡) = f(m; T1; T2) 2 T(‡) j T2 satisfies one of conditions (1–3) of 2.16g
S0(‡) = f[X;3;F ] 2 S(‡) j 3 is basicg = disc�1(T0(‡)):

2.25. Given X satisfying (‡), define subsetsT0(X) � T(X) of T(‡) by:

T(X) = fdisc(X;3;F ) j 3 is an affine ruling ofX andF 2 3�g ;
T0(X) = T(X) \ T0(‡)

= fdisc(X;3;F ) j 3 is a basic affine ruling ofX andF 2 3�g :
Then 5.13 of [2] implies:For any � ; � 0 2 T(‡) satisfying� � � 0, we have

� 2 T(X) () � 0 2 T(X):(1)

Moreover, if � = disc(X;3;F ) then there exists an affine ruling30 of X and an ele-
mentF 0 of 30� such thatsupp(F ) = supp(F 0) and � 0 = disc(X;30; F 0). Note that these
facts still hold if we replace the assumption� � � 0 by � > � 0 (see 2.20). We also
point out that 5.17 of [2] implies:

Given � 2 T(X) n T0(X), there exists� 0 2 T0(X) such that� > � 0.(2)

2.26. Noting that each element (m; T1; T2) of T0(‡) satisfies exactly one of:
I: Each of T1, T2 has at most one column;
II.1:T1 has at most one column butT2 has two;
II.2:T1 has two columns butT2 has at most one;
III: each of T1, T2 has two columns,
we give the following two definitions:
1. GivenP 2 fI, II.1, II.2, III g4 and pairwise relatively prime positive integersa0, a1,a2, let TP (a0; a1; a2) be the set

f(m; T1; T2) 2 T0(‡) j (m; T1; T2) satisfiesP andGi � Ai for i = 0;1;2g ;
where “�” is equivalence of weighted graphs,G0 = (G(�m)

h
6T1) h

6T2, G1 =
G(�m)

h?T1, G2 = (G(�m)
h
6T1) h?T2 and whereAi is the unique admissible chain

with discriminantai and subdiscriminantsa0i(ai+1; ai+2) and a0i(ai+2; ai+1) (with indices
computed modulo 3). Note thatG0, G1 and G2 are the connected components of
(G(�m) 	 T1) 	 T2, with the understanding thatG1 and G2 are allowed to be empty
(G0 is never empty).

4We mean thatP is one of the four symbols I, II.1, II.2, III.
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2. Let3 be a basic affine ruling of a surfaceX satisfying (‡). Then it is easy to see
that

fdisc(X;3;F ) j F 2 3�g = f(m; T1; T2); (m; T2; T1)g � T0(X)

for some tableauxT1 and T2 and somem 2 Z
+. We say that3 is a basic affine rul-

ing of type I (resp. II, III) if, for F 2 3�, the discrete part (m; T1; T2) of (X;3;F )
satisfies the above condition I (resp. II.1 or II.2, III).

2.27. Let X be a surface of type[a; b; 
], where a; b; 
 are pairwise relatively
prime positive integers(see1.21). If 3 is a basic affine ruling ofX and F 2 3� then� = disc(X;3;F ) belongs toTP (a0; a1; a2) for someP 2 fI,II.1,II.2,III g and some
permutationa0; a1; a2 of a; b; 
. (Indeed, if we write� = (m; T1; T2) then (G(�m) 	T1)	 T2 is equivalent to the resolution graph ofX, which is G[a;b;
] .)

2.28. Let P 2 fI, II.1, II.2, III g and let a0; a1; a2 be pairwise relatively prime
positive integers. If(m; T1; T2) 2 TP (a0; a1; a2) then the entry in the lower right corner
of Ti is ai . (For i 2 f1;2g we may writeGi = Z h?Ti = Z h?

�pi
i �, whereGi is as in

2.26, Z is the weighted pair consisting of a single vertex of weight zero and
�pi
i � is

the rightmost column ofTi ; then 2.12 gives det(Gi) = 
i , so 
i = ai .)
Note that 2.28 holds even whenTi is empty, in which case we use the following

convention:

2.29. When a tableauT has at most one column, we sometimes abuse notation
and writeT =

�p
� in all cases, withp = 0 and
 = 1 whenT is empty.

2.30. Suppose that� = (m; T1; T2), � 0 = (m0; T 0
1; T 0

2) 2 T(‡) satisfy � � � 0 and
considerG0, G1, G2 determined by� as in 2.26 andG0

0, G0
1, G0

2 determined by� 0 in
a similar way. Then it is immediate thatG1 � G0

1 and that, for some permutationi; j
of 0;2, G0 � G0i andG2 � G0j . In the special case where� > � 0, we have:

If T 0
2 is nonempty(resp. empty), thenGi � G0i (resp.Gi � G0

2�i) for all i = 0;1;2.

If � is a non-minimal element ofT(‡) then ([2], 5.21) there exists a unique�� 2
T(‡) satisfying: (i) � > �� and (ii) no � 0 2 T(‡) is such that� > � 0 > ��. We call ��
the immediate predecessorof � .

Lemma 2.30. Let � be a nonminimal element ofT(‡), let �� be its immediate
predecessor and suppose that� 2 TP (a0; a1; a2) for someP 2 fI,II.1,II.2,III g and some
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pairwise relatively prime positive integersa0, a1, a2. Then

�� 2
8><
>:

TII :2(a0; a1; a2); if P = III ;
TI(a0; a1; a2); if P = II :1;
TP (a2; a1; a0); if P 2 fI; II :2g:

Proof. Write � = (1; T1; T2) and �� = (m; T 0
1; T 0

2) and recall thatT1 and T 0
1 have

the same number of columns, and the number of columns ofT 0
2 is strictly less than

that of T2. If P is I or II:2 thenT 0
2 must be the empty tableau, so the assertion follows

from 2.30.
Suppose thatP = III (resp. P = II :1). If T 0

2 is not empty then, again, the asser-
tion follows from 2.30. Assume thatT 0

2 is empty and note that�� 2 TII :2(a2; a1; a0)
(resp.�� 2 TI(a2; a1; a0)) by 2.30. Since� > �� and T 0

2 = 1, we haveT2 2 Tm�1(Lt )
by definition of “>” (where L = G(�1)

h
6T 0

1); since T2 has two columns, its right-
most column is therefore

�1
1

�
and we geta2 = 1 by 2.28. Applying 2.28 to�� givesa0 = 1, so (a2; a1; a0) = (a0; a1; a2) and consequently�� 2 TII :2(a0; a1; a2) (resp.�� 2 TI(a0; a1; a2)).

3. Basic affine rulings of type I

The following uses the convention of 2.29:

Lemma 3.1. Let 30, 31, 32 be the standard affine rulings ofP = P(a0; a1; a2)
with respect to a coordinate system(X0; X1; X2) (where3i corresponds to the�i of
1.5). Let i, j , k be a permutation of0, 1, 2.
(1) For someF 2 (3i)�, suppF = Rj .
(2) The discrete part of(P;3i; F ) is (z; � xaj�; � yak�), where (x; y; z) is the unique inte-
gral solution ofai = ajakz� ajy � akx with 0� x < aj and 0� y < ak.

Proof. It’s enough to prove the case (i; j; k) = (0;1;2). Consider3 = 30.
Clearly, there existF1, F2 2 3� such that suppFi = Ri . Consider (̃P; 3̃) = (P;3)�
and the morphisms̃P! P̂! P. Consider the divisorR of P̂ as in Lemma 1.22.

Since Bs(3) = fq0g, and since the strict transforms ofR1, R2 on P̃ belong to dis-
tinct members of3̃, we have:
(i) If P̃! P̂ is the identity map, then some component ofQ0 is a section of3̂;
(ii) if P̃ ! P̂ is not the identity map, then it is centered at a point ofQ0 and is
subdivisional forR � R0.
Hence, the divisorH +

Pi G#i of P̃ (notation as in 2.22) is a linear chain; it fol-
lows that3 is basic of type I and that the discrete part of (P;3; F1) has the form
(z; � x
1

�; � y
2

�
), with 2.29 in effect. Moreover, the connected components ofthe weighted
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graph

�
G(�z) 	

�x
1

��	 �y
2

�

have determinants
1, 
2 and z
1
2 � 
1y � 
2x, and are respectively equal toQ1, Q2

and to a chain which contracts toQ0. So 
1 = a1, 
2 = a2 and a0 = za1a2� a1y � a2x.

Proof of Lemma 1.22. Let the notation be as in the above proof;we show that�R is a canonical divisor of̂P.
Consider the inverse imagẽR of R in P̃; let � : P̃! Fm be the contraction of the

reducible members of̃3 to 0-curves and let̄R be the image ofR̃ under� (we regardR̃ and R̄ as reduced effective divisors—note that they have strong normal crossings).
SinceR has the shape of a ring, so doesR̃ by (i) and (ii); thusR̄ has the shape of a
ring as well, and its dual graph is:

s

s

s s�
�

�

@
@

@�
�

�

@
@

@G1 G2

R̄0

6m

whereG1;G2 are distinct members of the standard ruling3m of Fm and 6m is the
negative section of3m. SinceR̄0 �G1 = 1, R̄0 is a section of3m, disjoint from6m. It
follows that�R̄ is a canonical divisor ofFm. Since R̃ is obtained fromR (resp. R̄)
by subdivisional blowing-up, the assertion follows.

Proposition 3.2. (1) The basic affine rulings of type I ofP are precisely the
standard affine rulings.
(2) Suppose thatX satisfies(‡) and that the discriminantsa0; a1; a2 of its singularities
are pairwise relatively prime. IfX admits a basic affine ruling of typeI, thenX �=
P(a0; a1; a2).

Proof. Let 3 be a basic affine ruling of type I (ofX), let G 2 3� and let� = (z; � x
1

�; � y
2

�
) be the discrete part of (X;3;G). The connected components of the

weighted graph

�
G(�z) 	

�x
1

��	 �y
2

�
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have determinants
1, 
2 and z
1
2 � 
1y � 
2x; so these must be equal toaj , ak andai respectively, for some permutationi; j; k of 0;1;2. Then � = (z; � xaj�; � yak�), where
(x; y; z) is the unique integral solution ofai = ajakz� ajy � akx with 0� x < aj and
0� y < ak. By Lemma 3.1,� is also the discrete part of (P(a0; a1; a2);3i; F ), where3i is one of the standard rulings ofP(a0; a1; a2) and F is some element of (3i)�.
Thus [X;3;G] and [P(a0; a1; a2);3i; F ] have the same image� under the bijection
S0(‡)! T0(‡) of 2.24. This proves both assertions of the proposition.

REMARK. Let 3 be an affine ruling ofP. Then the morphismsFm  P̃ !
P̂ ! P defined in 2.22 induce a rational mapP ! Fm. Let us make this rational
map explicit in the case where3 = 30 (notation as in 3.1). Recall that the discrete
part of (P;30; F ) is (x0; �x1a1

�; �x2a2

�
) where (x0; x1; x2) is the unique integral solution ofa0 = a1a2x0�a2x1�a1x2 with 0� x1 < a1 and 0� x2 < a2 (in particularm = x0). Let

the notations6m, G1, G2, R̄0 have the same meaning as before in this section. The
divisorsmG1 + 6m, mG2 + 6m and R̄0 are members of the linear systemjmF + 6mj
on Fm. It is not difficult to see that the transform ofjmF + 6mj on P is the linear
systemO(ma1a2) of curves of degreema1a2. Now U = X0Xx2

1 Xx1
2 , V1 = Xma2

1 andV2 = Xma1
2 define curves inO(ma1a2). Also, u1 = U=V1 and v = Xa1

2 =Xa2
1 are ratio-

nal functions onP that give equations respectively for̄R0 andG1 (at their intersection
point) in Fm n (6m [G2) �= A

2.

4. Some results on weighted pairs

Lemma 4.1. Consider a linear weighted pairL = (0;�1; !1; : : : ; !n), wheren � 1 and !j � �2 for all j and where the distinguished vertex is the one of weight
0. Let i 2 f1; : : : ; ng and let x, y 2 Z be such thatx +y = !i and x � �2. Then there
exists a unique column

�p
� 2 T such that the weighted pairL
�p
� contracts to:

(!1; : : : ; !i�1; x;0; y; !i+1 : : : ; !n);(3)

where the distinguished vertex is the one of weight0, L h?
�p
� = (!1; : : : ; !i�1; x) and

L h
6
�p
� contracts to(y; !i+1; : : : ; !n).

REMARK. We will refer to
�p
� as “the column determined byL, i, x and y, as in

4.1”.

NOTATION 4.2. The following conventions are used in the proof of Lemma4.1.
1. Write C = (
1; : : : ; 
m) to indicate thatC is the linear chain

r . . . r

1 
m

(
i 2 Z).

To indicate that we have a string ofn consecutive�2, say 
i+1 = � � � = 
i+n = �2,
we may writeC = (
1; : : : ; 
i; [n]; 
i+n+1; : : :). Note that each admissible chain has a
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unique representation of the form ([n0]; z1; [n1]; : : : ; zh; [nh]), with h � 0, ni � 0 andzi � �3.
2. Consider a blowing-upC  C0 of weighted pairs, where the underlying weighted
graph ofC is (
1; : : : ; 
m). The notationC = (
1; : : : ; 
i�1; 
�i ; 
i+1; : : : ; 
m), where� is
one of the three symbols̀; r; s, means:

(a) The distinguished vertex ofC is the one of weight
i .
(b) If � = ` (resp.� = r, � = s) then C is blown-up at the edge

r r

i�1 
i

(resp. the edge r r

i 
i+1

, the vertex r

i

).

Note that`, r and s remind us of “left”, “right” and “sprouting” respectively.
(When � is not one of`; r; s, but is really just “�”, we mean only (a).)
3. Suppose that we blow-up a weighted pairG0 according to some tableau, thus pro-
ducing a sequenceG0 � � �  GN of blowings-up. Suppose that for somek < N the
graph

Gk = (: : : ; 
i�1; 
�i ; 
i+1; : : :) (� 2 f`; r; sg)
has a weight
j = �1 (wherej 6= i), and letGk be the contraction ofGk at the vertex
of weight 
j . If one of the following holds:

(a) jj � ij > 1;
(b) j = i + 1 and� 6= r;
(c) j = i � 1 and� 6= `,

we say that the contractionGk � Gk is “allowed”. In that case, the blowings-upGk  � � �  GN can be performed onGk, giving Gk  � � �  GN , and we have a contraction
of weighted pairsGN � GN .

Proof of Lemma 4.1. We use the conventions of 4.2. If
�p
� exists then

L

�p

�

= (!1; : : : ; !i�1; x;�1�; : : :);
so 2.12 implies that det(!1; : : : ; !i�1; x) = 
 and det(!1; : : : ; !i�1) = 
 � p0, wherep0 2 f1; : : : ; 
 � 1g is the inverse ofp modulo 
. Thus

�p
� is unique, if it exists.
To show that

�p
� exists, it suffices to construct a sequenceL0  � � �  Lk of
blowings-up of weighted pairs satisfying (whereej is the distinguished vertex ofLj ):
(i) L0 = L;
(ii) L0 L1 is the blowing-up ate0 and, for eachj > 0, Lj  Lj+1 is a blowing-up
at an edge incident toej ;
(iii) Lk contracts to (3) in such a way that the following holds: ifA and B are the
branches ofLk at ek, whereB contains the vertices ofL, thenA = (!1; : : : ; !i�1; x)
andB contracts to (y; !i+1; : : : ; !n).
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Consider the natural numberN = N(L; i) = jfj < i j !j � �3gj. If N = 0 then

L = (0s;�1; [m]; !i; : : : ; !n);(4)

wherem = i � 1 � 0, and this contracts to ((m + 1)s; !i + 1; : : : ; !n). Performing a
blow-up of type “s” followed by m + 1 blows-up of type “r” gives:

([m];�2;�1`;�1; !i + 1; : : : ; !n):
This contracts to ([m];�2;0`; !i + 2; : : : ; !n), which is the desired tree (3) ifx = �2.
If x < �2 then performing�2� x > 0 blows-up of type “̀” gives:

([m]; x;�1�; [�3� x];�1; !i + 2; !i+1; : : : ; !n);
which contracts to

([m]; x;0�; !i � x; !i+1; : : : ; !n):
This proves the caseN = 0.

If N > 0 then we may writeL = (0s;�1; !1; : : : ; !j ; [m]; !i; : : : ; !n), where!j � �3 andm = i � j � 1 � 0. SinceN(L; j ) = N � 1, there exists (by induc-
tion, with y = �1) a column

�p1
1

�
such thatL

�p1
1

�
contracts to

(!1; : : : ; !j�1; !j + 1;0`;�1; [m]; !i; : : : ; !n):(40)
Note how (40) is similar to (4) and let us apply the above argument to (40). We may
contract (40) to

(!1; : : : ; !j�1; !j + 1; (m + 1)̀ ; !i + 1; : : : ; !n)
and perform a blow-up of type “`” followed by m + 1 blows-up of type “r”:

(!1; : : : ; !j ; [m];�2;�1`;�1; !i + 1; : : : ; !n):
This contracts to (!1; : : : ; !j ; [m];�2;0`; !i + 2; : : : ; !n), which is the desired tree ifx = �2. If x < �2, perform�2� x > 0 blows-up of type “̀”.

DEFINITION 4.3. Consider a linear weighted pairL = (0;�1; !1; : : : ; !n), wheren � 0, !j � �2 for all j and where the distinguished vertex is the one of weight
0. We define tableaux cont(L; �; x; y) 2 T for certain values of�; x; y 2 Z. The first
case is:

cont(L;0;x;�1) = 1 (the empty tableau) for allx 2 Z.
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Write fi j 1� i � n and!i � �3g = fi1; : : : ; ihg (1 � i1 < � � � < ih � n). Given
(�; x; y) 2 Z

3 satisfying

1� � � h; x � �2; y � �1 and x + y = !i� ;(5)

let
�p
� be the unique column determined byL, i = i� , x andy as in Lemma 4.1. Then

define

cont(L; �; x; y) =

�p

�:

We also define a subset Cont(L) of T by

Cont(L) = f1g [ fcont(L; �; x; y) j (�; x; y) satisfies (5)g
and a map Cont(L)! Cont(Lt ) (C 7! C̃) by:

C̃ =

�
cont(Lt ; h� �; x 0;�1)(for suitablex 0); if C = cont(L; �; x;�1);
cont(Lt ; h� � + 1;y; x); if C = cont(L; �; x; y) and y � �2:

This makes sense because, givenL and C 2 Cont(L) n f1g, there is a unique triple
(�; x; y) satisfying cont(L; �; x; y) = C. Note that1 7! cont(Lt ; h; x 0;�1) (for suitablex 0) and cont(L; h; x;�1) 7! 1.

We call C̃ the L-dual of C. It is easily verified that Cont(L)! Cont(Lt ) is bijec-
tive and that its inverse isC 7! Lt -dual of C.

Lemma 4.4. Consider a linear weighted pairL = (0;�m;!1; : : : ; !n), wherem 2 Z, n � 0, !j � �2 and where the distinguished vertex is the one of weight
0. Let T = ( p ���
 ��� ) be a tableau with at least two columns and such that

�p
� 6= �1
1

�
.

Suppose that the weighted graph0 = L h
6T contracts to an admissible chainA sat-

isfying jAj � jLj. Thenm = 1 and one of the following holds:
1.

�p
� 2 Tk(L), for somek > 0;
2.

�p
� 2 Cont(L).

Proof. Consider the sequence of blowing-ups of linear chains

L = G0 G1 � � �  GN = L

�p

�

produced by blowing-upL according to
�p
�. Note thatj0j � jGN j > jLj � jAj, so 0

contains a vertex of weight�1. Since
�p
� 6= �1

1

�
, this implies thatm = 1. Using the

conventions of 4.2, we may write

L = G0 = (0s;�1; [n0]; z1; [n1]; : : : ; zh; [nh]);(6)
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whereh � 0, zj � �3 andnj � 0; also, it is allowed (4.2.3) to contract (6) to:

((n0 + 1)s; z1 + 1; [n1]; : : :):(7)

Since 0 contracts to an admissible chain, the numbern0 + 1 must be decreased by
blowing-up until it becomes negative, i.e., the nextn0 + 2 trees must be:

(�1r ; n0; z1 + 1; [n1]; : : :); : : : ; ([n0];�2;�1�;�1; z1 + 1; [n1]; : : :);(8)

where� 2 f`; r; sg. Since the last chain in (8) containsjLj + 1 vertices, the conditionjAj � jLj implies that� 6= r. Then we may contract the last chain to

([n0];�2;0�; z1 + 2; [n1]; : : :) (with � 2 f`; sg):(9)

In the special case whereh = 0, the chains (7) and (9) are simply ((n0 + 1)s) and
([n0];�2;0�) (with � 2 f`; sg) respectively, and the latter implies thatL

�p
� shrinks to

([n0]; x;0�) for somex � �2; let k = �1� x > 0 thenL
�p
��11�k � Lt , so condition

(1) holds. So we may assume thath > 0. Then, by (9), there existsj � N such that
Gj contracts to a chain of the form:

([n0]; : : : ; [ni�1]; x;0�; y; [ni ]; : : : ; [nh]) (with � 2 f`; sg)(10)

where 1� i � h, x � �2 andx+y = zi . Let us assume thatj is maximal with respect
to this property. Note thaty < 0, because� 6= r and0 shrinks to an admissible chain.
It suffices to prove:

CLAIM . j = N or L
�p
� � ([n0]; z1; [n1]; : : : ; zh; [nh]; x;0�) for somex � �2.

Indeed, if j = N then
�p
� = cont(L; i; x; y) and if

L

�p

� � ([n0]; z1; [n1]; : : : ; zh; [nh]; x;0�) thenL

�p

��

1

1

�k � Lt ;
with k = �1� x > 0.

To prove the claim, we may assume thatj < N ; then � 6= s in (10), so� = ` and
the tree which immediately follows (10) is:

([n0]; : : : ; [ni�1]; x � 1;�1?;�1; y; [ni ]; : : : ; [nh]) (with ? 2 f`; r; sg):(11)

Note that? = r, otherwise it would be allowed to shrink (11) to

([n0]; : : : ; [ni�1]; x � 1;0?; y + 1; [ni ]; : : : ; [nh]) (with ? 2 f`; sg);
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contradicting the assumption thatj is maximal. Since the chain (11) containsjLj + 1
vertices and? = r, it follows that y = �1 (andx = zi + 1), so (10) is:

([n0]; : : : ; [ni�1]; zi + 1;0`;�1; [ni ]; : : : ; [nh]):(12)

Note the similarity between (12) and (6); the above argumentapplied to (12)
shows that one of the following two conditions holds:
(i) i = h, in which case (12) contracts to ([n1]; : : : ; [nh�1]; zh + 1; (nh + 1)̀ ); as in the
caseh = 0, this implies that condition (1) is satisfied and we are done in this case.
(ii) Some Gj 0 (with j 0 > j ) contracts to

([n0]; : : : ; [ni ]; x 0;0�; y 0; [ni+1]; : : : ; [nh]) (with � 2 f`; sg)
where i + 1� h, x 0 � �2 andx 0 + y 0 = zi+1. By maximality of j , this is impossible.
This proves the claim and hence the lemma.

5. Basic affine rulings of type II

Proposition 5.1. Let a0, a1, a2 be pairwise relatively prime positive integers and
let � 2 TII :1(a0; a1; a2). Then� is not minimal inT(‡) and its immediate predecessor
belongs toTI(a0; a1; a2).

We have to establish two lemmas before proving this, but let us first give:

Corollary 5.2. Let X be a surface of type[a; b; 
], wherea, b, 
 are pairwise
relatively prime positive integers. Then every basic affineruling of type II of X re-
duces to one of type I. In particular, ifX admits a basic affine ruling of type II thenX �= P(a; b; 
).

Proof. The last assertion follows from Proposition 3.2. Let3 be a basic affine
ruling of type II of X. Then, for someF 2 3�, � = disc(X;3;F ) belongs to
TII :1(a0; a1; a2) for some permutationa0; a1; a2 of a; b; 
 (see 2.27). By Proposition
5.1, there exists� 0 2 TI(a0; a1; a2) such that� > � 0. We have � 0 2 T(X) by
2.25, so there exists an affine ruling30 of X and an elementF 0 of 30� such that� 0 = disc(X;30; F 0); note that30 is of type I. (In the language of [2],30 is obtained
from 3 by “reduction”.)

Lemma 5.3. Let

A0 : r . . . r r r r r . . . r
e1 em f1 fnx � y

u0
and

A00 : r r r . . . r r r . . . r� � e1 em f1 fnx+y
u00
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be two linear chains, wherem, n � 0. If A0 and A00 are equivalent to the same
admissible chainA, then one of the linear chainsX = (e1; : : : ; em; x) and Y =
(y; f1; : : : ; fn) shrinks to the empty graph.

Proof. If someei or fi is �1, then we may blow-downA0 and A00 at the cor-
responding vertex; this produces linear chains̄A0 and Ā00 which still satisfy the hy-
pothesis of the lemma (with possibly different values ofm; n; x; y; �) and where the
newX andY are obtained from the old ones by blowing-down. We may therefore as-
sume thatei < �1 andfi < �1 for all i. SinceA0 contracts to an admissible chain,x; y < 0 and consequentlyx + y � �2; sinceA00 contracts to an admissible chain,�
and� are negative and at most one of them is�1. Thus at most one weight inA00 is�1.

Given a linear chainC, let w(C) denote the sum of the weights inC. Note that if
we blow-downC at a vertexv of weight �1 thenw(C) increases byn(v) + 1 wheren(v) 2 f0;1;2g is the number of neighbors ofv in C.

SinceA0 andA00 have the same number of vertices and contract to the same chain
A, there exist two sequences of linear chains:

S 0 : A0 = A0
0; : : : ;A0s = A and S 00 : A00 = A00

0; : : : ;A00s = A

(of the same lengths) where eachA0i (resp.A00i ) is obtained fromA0i�1 (resp.A00i�1)
by blowing-down one vertexv0i�1 (resp.v00i�1). Note thatS 00 is unique andfn(v00i�1)gsi=1

is nonincreasing; also, we may chooseS 0 in such a way thatfn(v0i�1)gsi=1 is nonin-
creasing.

Note that� < 0 implies thatw(A00) < w(A0), so

w(A0s)� w(A0
0) < w(A00s )� w(A00

0):
So there existsj 2 f1; : : : ; sg such thatn(v0j�1) = 1 and n(v00j�1) = 2. In particularn(v000) = 2, so� = �1 and� < �1. Note that the vertexu00 is still present inA00j and
that its weight there is� + j , which implies that� + j < 0. Consequently,u0 is still
present inA0j ; sincen(v0j�1) = 1, this implies that one ofX; Y contracts to the empty
graph.

Lemma 5.4. Let L = (0;�m;!1; : : : ; !n) be a linear weighted pair such thatm � 1, n � 0, !i � �2 and the distinguished vertex is the one of weight0. Consider
a tableauT =

� p 1
 a � where
�p
� 6= �1

1

�
and a � 1. Suppose that the weighted graph0 = L h

6T is equivalent to an admissible chain and that, for some� < 0, 0 is also
equivalent to one of:

C = (�a; �; !1; : : : ; !n); C0 = (�a; �; !n; : : : ; !1):
Thenm = 1 and

�p
� 2 Tk(L) for somek � 0.
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Proof. Consider the admissible chainA which is equivalent to0. Since A is
equivalent toC or C0, we havejAj � jLj; so Lemma 4.4 implies thatm = 1 and
that

�p
� belongs to eitherTk(L) (some k > 0) or Cont(L). So we may assume that�p
� 2 Cont(L); thenL
�p
� contracts to

(!1; : : : ; !i�1; x;0; y; !i+1; : : : ; !n)
and0 contracts to

(!1; : : : ; !i�1; x;�a; y; !i+1; : : : ; !n);
where 1 � i � n, x � �2 and x + y = !i . Using Lemma 5.3 and again
the fact thatA is equivalent toC or C0, we conclude that one of (!1; : : : ; !i�1; x),
(y; !i+1; : : : ; !n) shrinks to the empty graph. Sincex and all !j are strictly less
than �1, (y; !i+1; : : : ; !n) shrinks to the empty graph. SinceL

�p
� contracts to
(!1; : : : ; !i�1; x;0; y; !i+1; : : : ; !n), where the distinguished vertex is the one of
weight 0, we conclude thatL

�p
� contracts to a linear weighted pair, so
�p
� 2 Tk(L)

for somek.
Proof of Proposition 5.1. Write� = (m; T1; T2) with T1 =

� pa1

�
and T2 =

� p2 1
2 a2

�
(see 2.28). Fori = 0;1;2, defineAi and Gi as in 2.26; then det(G0) = a0 because� 2 TII :1(a0; a1; a2); also, a calculation using 2.12 and 1.11 gives det(G0) = a2
21�a1,
where we define1 = m
2a1�
2p�a1p2. In particular,a2 dividesa0+a1. Let us record

T1 =

�pb
� ; T2 =

�p2 1
2 a
�

and a j b + 
;(13)

where we definea; b; 
 by (
; b; a) = (a0; a1; a2). Note thatm � 1, 
2 > p2 � 1,a � 1 andb > p � 0 are integers and gcd(p2; 
2) = 1 = gcd(p; b). Also,
�pb� is subject

to 2.29. We may writeG0 = L h
6T2, whereL is the weighted pairG(�m)

h
6
�pb�:

L : r r r r. . .0 �m !1 !n| {z }p| {z }b
(14)

where the leftmost vertex is the distinguished one, and where we used 2.12 for com-
puting the determinants.

CLAIM . There exists a linear chainC� and an integer
 > 0 satisfying

C� contracts toA0(15)

and

C� = (�a;�
 ; !1; : : : ; !n) or C� = (�a;�
 ; !n; : : : ; !1):(16)
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The proof of the Claim splits into two cases.
CASE b > 1. By 2.12, the subdiscriminants ofG1 = Z h?

�pb� are b � p andb�p0, wherep0 is defined by
�p00p0� =

�pb�� (Z denotes the weighted pair consisting of a
single vertex of weight zero). On the other hand,� 2 TII :1(
; b; a) implies thatG1 has
subdiscriminantsb0(a; 
) and b0(
; a), so fb � p; b � p0g = fb0(a; 
); b0(
; a)g; for later
use, we record:

b � b0 2 fp; p0g; whereb0 = b0(a; 
):(17)

Observe thatb+
�ab0 � 
�ab0 � 0 (modb) by definition ofb0, andb+
�ab0 �b + 
 � 0 (moda) by (13); sincea, b are relatively prime,b + 
 � ab0 = (
 � 1)ab
(some
 2 Z), so 
 = (
 � 1)ab + ab0 � b. Since
 � 1, we have
 � 1. Let us define


̄ = 
 b � (b � b0)
then 
̄ > 0 and we have equations (i) and (ii) in:
(i) 
 = a
̄ � b
(ii) 
̄ = 
 b � (b � b0)
(iii) b = q1(b � b0)� r2b � b0 = q2r2� r3

...
(iv) rs�1 = qsrs � rs+1

where equations (iii)–(iv) are the outer euclidean algorithm on r0 = b and r1 = b � b0
(ri; qi 2 N, ri�1 = qiri � ri+1, 0� ri+1 < ri , rs+1 = 0). The integersqi are now used to
define a linear chain

C� : r r r r. . .�a �
 �q1 �qs| {z }b�b0| {z }b| {z }
̄| {z }


(18)

with determinants as indicated. Note that, inC�, all weights are negative and at most
one is�1 (qi � 2 for all i and if a = 1 = 
 then equations (i) and (ii) give
 = b0�b <
0, a contradiction); this and det(C�) > 0 imply that C� shrinks to an admissible chain.
SinceC� andA0 have the same discriminant
 and, modulo
, have a subdiscriminant
in common (Equation (i) gives̄
 � 
0(a; b) (mod 
)), 1.15 implies that (15) holds. By
(14), (18) and (17), we have that (�q1; : : : ;�qs) is (!1; : : : ; !n) or (!n; : : : ; !1), so
(16) holds.

CASE b = 1. Define
 = (b + 
)=a then, by (13),
 is a positive integer. LetC�
be the linear chain (�a;�
 ), then det(C�) = 
 a�1 = 
 a� b = 
 > 0 and it is easy to
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see thatC� shrinks to an admissible chain. SinceC� and A0 have the same discrimi-
nant 
 and, modulo
, have a subdiscriminant in common (
 � 
0(a; b) (mod 
)), 1.15
implies that (15) holds. We haven = 0 in (14), so (16) holds and the above Claim is
proved.

Now (15), (16) and Lemma 5.4 imply thatm = 1 and that
�p2
2

� 2 Tk(L) for somek � 0. By 2.19,� is non-minimal inT(‡) and we may consider its immediate prede-
cessor��. By 2.30, �� 2 TI(a0; a1; a2).

6. Basic affine rulings of type III

Lemma 6.1. Consider a linear weighted pairL = (0;�1; !1; : : : ; !n), wheren � 0, !j � �2 for all j and where the distinguished vertex is the one of weight
0. Consider an elementC of Cont(L) and itsL-dual C̃ 2 Cont(Lt ).
(1) LC � Lt C̃ (equivalence of weighted pairs).
(2) L h

6C � Lt h?C̃ and L h?C � Lt h
6C̃ (equivalences of weighted graphs).

(3) Write C =
�p
� and C̃ =

�p̃̃
�, using the convention of2.29 if necessary. Then
 =

det(L h?C) and 
̃ = det(L h
6C).

Proof. We prove assertions (1) and (2) simultaneously. Leti1 < � � � < ih be as
in 4.3 and writezj = !ij for j = 1; : : : ; h. Then

L = (0;�1; [n0]; z1; [n1]; : : : ; zh; [nh]) and Lt = (0;�1; [nh]; zh; : : : ; z1; [n0])

for some integersnj � 0. If h = 0 thenL = Lt andC = 1 = C̃, so (1) is trivial in this
case; also,L h

6C = (�1; [n]) � Lt h?C̃, sinceLt h?C̃ is the empty graph; similarly,
Lt h

6C̃ � L h?C, so (1) and (2) hold in this case. Assumeh > 0.
If C = cont(L; �; x;�1) then

LC � ([n0]; : : : ; [n��1]; z� + 1;0�;�1; [n� ]; z�+1; [n�+1]; : : : ; [nh])� ([n0]; : : : ; [n��1]; z� + 1; (n� + 1)�; z�+1 + 1; [n�+1]; : : : ; [nh]);(19)

since C̃ = cont(Lt ; h� �; x 0;�1), we also have:

Lt C̃ � ([nh]; : : : ; [n�+1]; z�+1 + 1;0�;�1; [n� ]; z�; [n��1]; : : : ; [n0])(20)

� ([nh]; : : : ; [n�+1]; z�+1 + 1; (n� + 1)�; z� + 1; [n��1]; : : : ; [n0]):(21)

Since the weighted pairs (19) and (21) are the same,LC � Lt C̃. This also shows that

L h
6C � (�1; [n� ]; z�+1; [n�+1]; : : : ; [nh]) � (z�+1 + 1; [n�+1]; : : : ; [nh]) = Lt h?C̃

and

Lt h
6C̃ � (�1; [n� ]; z�; [n��1]; : : : ; [n0]) � (z� + 1; [n��1]; : : : ; [n0]) = L h?C;
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so (2) holds as well.
If C = cont(L; �; x; y) with y � �2, then

LC � ([n0]; : : : ; [n��1]; x;0�; y; [n� ]; z�+1; [n�+1]; : : : ; [nh]);
since C̃ = cont(Lt ; h� � + 1;y; x), we also have:

Lt C̃ � ([nh]; : : : ; [n� ]; y;0�; x; [n��1]; z��1; : : : ; [n0]):
So we haveLC � Lt C̃,

L h
6C � (y; [n� ]; z�+1; [n�+1]; : : : ; [nh]) = Lt h?C̃

and

Lt h
6C̃ � (x; [n��1]; z��1; : : : ; [n0]) = L h?C;

so (1) and (2) hold in all cases.
We already know that
 = det(L h?C): this follows from 2.12 and was observed

at the beginning of the proof of Lemma 4.1 (det(!1; : : : ; !i�1; x) = 
). Applying this
fact to Lt gives 
̃ = det(Lt h?C̃), and this is equal to det(L h

6C) by part (2).

Lemma 6.2. Let � = (m; T1; T2) be a minimal element ofT(‡), where Ti =� pi 1
i ai � 2 T (i = 1;2). Suppose that the weighted graph(G(�m)
h
6T1) h

6T2 shrinks to a

graph with at mostjG(�m)
h
6T1j vertices. Thenm = 1 and if we writeL = G(�1)

h
6T1

then:
(1)

�p2
2

� 2 Cont(L) and itsL-dual is not the empty tableau.

From now-on, let
�p̃2
̃2

� 2 Cont(Lt ) denote theL-dual of
�p2
2

�
, defineT̃2 =

� p̃2 1
̃2 a2

� 2 T

and �̃ = (1; Ť1; T̃2). Then:
(2) � � �̃ and �̃ is a minimal element ofT(‡).
(3) (G(�1)

h
6T1) h

6T2 � (G(�1)
h
6Ť1) h

6T̃2.
(4) 
2 + 
̃2 = a1
11(� ), where1(� ) = m
1
2� 
1p2� 
2p1 = 
1
2 � 
1p2� 
2p1.
(5) p̃2 = �
2 + p2 + a1p11(� ).
(6) 1(� ) = 1(�̃ ).
(7) If � 2 TIII (a0; a1; a2), for some pairwise relatively prime positive integersa0, a1,a2, then �̃ 2 TIII (a0; a1; a2).

Proof. Since� 2 T(‡), the intersection matrix of0 = L h
6T2 is negative defi-

nite; thus0 contracts to an admissible chainA, and jAj � jLj by the assumption. By
Lemma 4.4,m = 1 and

�p2
2

�
belongs to eitherTk(L) (for some k > 0) or Cont(L).

By 2.19 and minimality of� , we have in fact
�p2
2

� 62 Tk(L) (for all k 2 N), so�p2
2

� 2 Cont(L). If the L-dual of
�p2
2

�
is empty thenL

�p2
2

� � Lt by Lemma 6.1, so
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L
�p2
2

�
contracts to a linear weighted pair, so

�p2
2

� 2 Tk(L) for somek 2 N (by 2.15)
and this contradicts an earlier observation. So assertion (1) holds.

If �̃ is non-minimal then (2.19)
�p̃2
̃2

� 2 Tk(Lt ) for somek, so (2.15)Lt�p̃2
̃2

�
con-

tracts to a linear weighted pair, so (6.1)L
�p2
2

�
has the same property, so (2.15)

�p2
2

� 2
Tk(L) for somek, a contradiction. Hence, ˜� is minimal. Lemma 6.1 implies

(G(�1)
h
6T1)

�p2
2

�
= L

�p2
2

� � Lt�p̃2
̃2

�
= (G(�1)

h
6Ť1)

�p̃2
̃2

�
(22)

and (G(�1)	 T1)
�p2
2

� � (G(�1)	 Ť1)
�p̃2
̃2

�
easily follows; “multiplying” both sides by

� 1a2

�
gives (G(�1)	 T1)T2 � (G(�1)	 Ť1)T̃2, i.e., assertion (2) holds.

If P � P 0 are equivalent weighted pairs andT is a tableau, thenP h
6T �

P 0 h
6T . Applying this to (22) (withT =

� 1a2

�
) gives assertion (3).

To prove assertion (4), note thatL = G(�1)
h
6T1 is as follows:

L : r r r r. . .0u �1v !1 !n| {z }a1
1p1+1| {z }a1
2
1

and Lemma 2.12 gives:

L
�p2
2

�
: . . . r r . . . r r r r . . . r

�1 u �1v !1 !2 !n| {z }a1
1p1+1| {z }a1
2
1

| {z }p2| {z }
2| {z }
L h

6
�p2
2

�
We have
̃2 = det(L h

6
�p2
2

�
) by Lemma 6.1, so 1.11 gives


̃2 = 
2a1
2
1 � 
2(a1
1p1 + 1)� p2a1
2

1 = �
2 + a1
1(
1
2� 
1p2� 
2p1)

and assertion (4) holds.
Observe that ˜� satisfies the hypothesis of the Lemma and that assertion (4) gives
̃2 + ˜̃
2 = a1
11(�̃ ); since ˜̃
2 = 
2, we obtaina1
11(� ) = a1
11(�̃ ), so assertion (6)

holds. Then (6) gives:


1
2� 
1p2� 
2p1 = 
1
̃2� 
1p̃2� 
̃2(
1� p1)

= p1
̃2 � 
1p̃2

= p1(�
2 + a1
11(� ))� 
1p̃2;
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so 
1
2 � 
1p2 = p1a1
11(� ) � 
1p̃2 and (5) follows from this. In view of 2.30, (7)
follows from (2) and (3).

THE SET E .

We will now define a subsetE of T(‡) and show that its elements can be constructed
from those which are not minimal in (T(‡);<).

DEFINITION 6.3. Let E be the set of triples� = (m; T1; T2) 2 T(‡) satisfying:
1. For eachi = 1;2, Ti satisfies condition 2.16.3:Ti =

� pi 1
i ai �;
2. the weighted graph (G(�m)

h
6T1) h

6T2 shrinks to an admissible chain containing
at most four vertices;
3. 1(� ) 6= 1 or min(a1; a2) 6= 1, where1(� ) = m
1
2� 
1p2� p1
2.

6.4. Let � = (m; T1; T2) 2 E .
1. m = 1, because (G(�m)

h
6T1) h

6T2 contains at least 7 vertices and hence must
contain a vertex of weight�1.
2. If � is minimal in T(‡) then � satisfies the hypothesis of 6.2. In particular, ˜� is
defined and minimal, and we also have ˜� 2 E by parts (3) and (6) of 6.2.

6.5. Let � = (1; T1; T2) 2 E , with notationTi =
� pi 1
i ai � as before. Fori = 1;2,

consider the vertexei of 0 = (G(�1)
h
6T1) h

6T2 which is the last vertex created by
the blowing-up according to

�pi
i �:
0: r r. . . . . .

�a2�1

e2

�a1�1

e1| {z }1̃| {z }
L h?

�p2
2

�
| {z }

G(�1)
h?
�p1
1

�
| {z }

L h
6
�p2
2

�

(23)

whereL = G(�1)
h
6T1, 1̃ = (G(�1)

h
6
�p1
1

�
) h

6
�p2
2

�
and det(̃1) = 1(� ).

We claim that at least one ofe1, e2 disappears in the shrinking process which
transforms0 into an admissible chainA such that jAj � 4. Indeed, the subtreesB1 = G(�1)

h?
�p1
1

�
and B2 = L h?

�p2
2

�
are nonempty (because

�pi
i � 6= �1
1

�
) and at least

one of them contains more than one vertex (otherwisepi = 
i � 1 for eachi = 1;2,
so 1(� ) = 
1
2 � 
1(
2 � 1)� (
1 � 1)
2 � 0, which is absurd); since the shrinking
is initiated in 1̃, if no ei disappears thenjAj � jB1j + jB2j + 2 � 5, a contradiction.
Note, also, that the shrinking process is unique, i.e., the order in which the vertices
disappear is well-defined. This allows us to give:

DEFINITION 6.6. We denote byE+ the set of� 2 E for which e1 disappears before
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e2 (or e1 disappears bute2 does not). Given� = (1; T1; T2) 2 E , let �� = (1; T2; T1).
Then �� 2 E and exactly one of� , �� is in E+.

Lemma and definition 6.7. Let � = (1; T1; T2) 2 E , with notationTi =
� pi 1
i ai �.

(1) If � is non-minimal in(T(‡);<), then � 2 E+.
(2) � 2 E+ if and only if 
1 < 
2.
Given � 2 E minimal in (T(‡);<), define� � = (�̃ )�. By 6.4,� � is defined and belongs
to E .
(3) If � 2 E is minimal in (T(‡);<) then � 2 E+ () � � 2 E+. Moreover, if � 2 E+

then 
�1 < 
�2 = 
1 < 
2, where we write

� � =

�
1;�p�1 1
�1 a�1

� ;�p�2 1
�2 a�2
�� :

(4) If � 2 E is minimal in (T(‡);<), and if � 2 TIII (a0; a1; a2) for some pairwise
relatively prime positive integersa0, a1, a2, then � � 2 TIII (a0; a2; a1).
Given � 2 E+, define� ? = (��)�.
(5) If � 2 E+ then � ? is defined, belongs toE+ and is minimal in(T(‡);<).
(6) If � 2 E+ then (� ?)� = � and, if � is minimal, (� �)? = � .

Proof. LetL = G(�1)
h
6T1.

Suppose that� is non-minimal. Then, by 2.19,
�p2
2

� 2 Tk(L) for some k 2 N,

so (2.15) the weighted pairL
�p2
2

�
contracts to a linear weighted pair. Equivalently, the

tree 1̃ [ fe1g [ (G(�1)
h?
�p1
1

�
) is equivalent to the empty graph (see the picture (23) in

6.5). In particulare1 disappears beforee2, so � 2 E+, which proves assertion (1). Let
us continue and show that
1 < 
2 in this case. By 5.38 of [2] we have

M(L) =

�a1p1(
1� p1)� 1 a1
2
1 � a1
1p1� 1a1
1p1� 1 a1
2

1

� ;
so
�p2
2

� 2 Tk(L) implies:

�p2
2

�
= M(L)

�
1k
�

=

�a1p1(
1� p1)� 1a1
1p1� 1

�
+ k�a1
2

1 � a1
1p1� 1a1
2
1

�:(24)

Consequently, if
1 � 
2 then k = 0 and�p2
2

�
=

�a1p1(
1 � p1)� 1a1
1p1� 1

�;(25)

so 
1 � 
2 = a1
1p1 � 1, so (a1p1 � 1)
1 � 1, so a1 = 1 = p1. Hence,T1 =
�

1 1
1 1

�
and T2 =

� 
1�2 1
1�1 a2

�
and it follows that1(� ) = 
1(
1 � 1)� 
1(
1 � 2)� (
1 � 1)1 = 1.

So, by assuming that
1 � 
2, we derived that1(� ) = 1 = a1, which contradicts the
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assumption that� 2 E . We conclude that
1 < 
2 whenever� 2 E is non-minimal in
(T(‡);<).

Assume that� 2 E+ is minimal in (T(‡);<). Then (6.4, 6.2)
�p2
2

� 2 Cont(L) and

we may consider itsL-dual
�p̃2
̃2

� 2 Cont(Lt ). We claim that


̃2 < 
1:(26)

For this argument, refer to the picture (23) in 6.5, but let the weights inG(�1)
h?
�p1
1

�
be as follows:

re1

�a1�1
r
ws . . . r

w1. . .

The shrinking of0 = L h
6T2 to an admissible chainA can be broken into two

parts,0 � 00 � A, wheree2 is still present in00 and either (i)e2 has weight�1 in00 or (ii) 00 = A.
Since

�p2
2

� 2 Cont(L), we also have a contraction of weighted pairs

L

�p2
2

� � (: : : ; [ni�1]; x;0; y; [ni ]; : : :)(27)

(for somei, x, y) wheree2 is the vertex of weight 0 in the right hand side. Thus the
contraction (27) increases the weight ofe2; consequently, the weight ofe2 is increased
by the contraction0 � 00. It follows that all vertices of1̃ [ fe1g (see (23)) disappear
in the contraction0 � A, because we know thate1 disappears (� 2 E+). Thus

L h
6

�p2
2

� � (w0i; wi�1; : : : ; w1)

for somei � 1, wherew0i > wi (note thatL h
6
�p2
2

�
cannot contract to the empty graph

because� is assumed to be minimal). Then 6.1 gives


̃2 = det

�
L h

6

�p2
2

��
= det(w0i; wi�1; : : : ; w1) < det(wi; wi�1; : : : ; w1)

� det(ws; ws�1; : : : ; w1) = det

�
G(�1)

h?

�p1
1

��
= 
1;

the last equality by 2.12. This proves (26).
Note that� 2 E implies thata11(� ) � 2 so, by 6.2 and (26),


2 = a1
11(� )� 
̃2 � 2
1 � 
̃2 > 
1:
This shows that
1 < 
2 whenever� 2 E+ is minimal in T(‡). In view of the first part
of the proof, we obtain the “only if” part of assertion (2), i.e., � 2 E+

=⇒ 
1 < 
2.
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The converse is much easier: If� 2 E n E+, applying the “only if” part of (2) to�� 2
E+ gives 
2 < 
1; thus (given� 2 E) 
1 � 
2 =⇒ � 2 E+ and (2) holds.

If � 2 E is minimal in T(‡) then (6.4) ˜� is defined and belongs toE ; thus � � =
(�̃ )� is defined and belongs toE . Observe that (
�1; 
�2) = (
̃2; 
1).

Suppose that� 2 E is minimal in T(‡). If � 2 E+ then (26) reads
�1 < 
�2, so� � 2 E+ by part (2). Conversely, if� � 2 E+ then part (2) gives
�1 < 
�2, or equivalently
̃2 < 
1; since
2 + 
̃2 = a1
11(� ) � 2
1, we get
1 < 
2, so � 2 E+ by part (2). Hence,� 2 E+ () � � 2 E+ and (3) is proved.
Assertion (4) follows immediately from 6.2.
If � 2 E+ then �� 2 E n E+, so �� is minimal in T(‡) by part (1), so (6.4)� ? =

(��)� is defined, minimal and belongs toE . Clearly, (� ?)� = � 2 E+, so � ? 2 E+ by
part (3). This shows that (5) holds and (6) is obvious.

Corollary 6.8. For each element� of ENM = f� 2 E j � is not minimal in
(T(‡);<)g, define[� ] = f� ; � ?; (� ?)?; : : :g. Thenf[� ] j � 2 ENMg is a partition of E+.

6.9. Suppose that� 2 E+ is minimal in (T(‡);<) and that, for some surfaceX
satisfying (‡), � 2 T(X). Then � � 2 T(X). Indeed, ˜� � � by part (2) of 6.2, so ˜� 2
T(X) by 2.25, and consequently� � = (�̃ )� 2 T(X).

Corollary 6.10. If X is a surface satisfying (‡) and such thatT(X)\E 6= ;, thenX admits a basic affine ruling of type II.

Proof. Choose�1 2 T(X) \ E ; replacing�1 by ��1 if necessary, we may arrange
that �1 2 E+. Then (6.8)�1 2 [� ] for some � 2 ENM and, by iterating 6.9, we obtain� 2 T(X). Since � is non-minimal, we may consider� 0 2 T(‡) such that� > � 0;
note thatT 0

1 has two columns butT 0
2 has at most one, where� 0 = (m; T 0

1; T 0
2). We have� 0 2 T(X) by 2.25, so� 0 = disc(X;3;F ) for some affine ruling3 of X and someF 2 3�. SinceT 0

1 (resp.T 0
2) has two (resp. at most one) columns,3 is basic and of

type II.

Lemma 6.11. If a0, a1, a2 are pairwise relatively prime positive integers then

TIII (a0; a1; a2) � E :
Proof. Let � = (m; T1; T2) 2 TIII (a0; a1; a2); by 2.28, we may writeTi =

� pi 1
i ai �
(i = 1;2). DefineG0;G1;G2 as in 2.26 and let us also write0 = G0; then det(Gi) = ai
(all i = 0;1;2) and a calculation using 2.12 and 1.11 gives det(G0) = 1(� )a1a2
1
2 �a1
2

1 � a2
2
2.

By 2.12,G1 has discriminanta1 and subdiscriminantsa1�1 anda1�1. Since� 2
TIII (a0; a1; a2), this implies that (�1)a2 � a0 (mod a1), so a0 + a1 + a2 � 0 (moda1).
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Similarly, a0 + a1 + a2 � 0 (moda2). Since gcd(a1; a2) = 1, this implies

a0 + a1 + a2 = 
 a1a2; for some
 2 Z, 
 � 1.(28)

Note thatG0 shrinks to an admissible chain and has discriminanta0. Since (
 a2�
1)a1 � a2 and (
 a1 � 1)a2 � a1 (mod a0), the fact that� belongs toTIII (a0; a1; a2)
implies that the subdiscriminants ofG0 are congruent to
 a1� 1 and
 a2� 1 moduloa0. On the other hand, the linear chain

00: r r r
�a1 �
 �a2

shrinks to an admissible chain, has discriminanta0 and subdiscriminants
 a1 � 1 and
 a2 � 1. So, by 1.15,

G0 is equivalent to00.(29)

In order to show that� 2 E , there remains to show that1(� ) 6= 1 or min(a1; a2) 6=
1. Assume the contrary:1(� ) = 1 and min(a1; a2) = 1. Replacing� by �� if necessary,
we will assume from now-on:

6.11.1. e1 disappears beforee2.
(By 6.5, at least one ofe1, e2 disappears in the shrinking process which trans-

forms 0 = G0 into an admissible chain—note that 6.5 is valid whenever� satisfies
conditions (1) and (2) of 6.3, which is the case here.) In particular we havem = 1,
sinceG0 is not a minimal weighted tree.

We will obtain a contradiction only after having established several facts. We be-
gin with:

6.11.2. a1 = 1, a2 � 5, 
1 > 
2 and the contraction of1̃ increases the weight ofe2 by more than1.
To see this, consider the result of shrinking1̃ in (23) (where0 = G0):

. . . . . .r re2

y e1

x
(30)

Since e1 disappears beforee2, we must havex = �1 and y < x; thus �1 � a2 <y < �1, so a2 � 2 and consequentlya1 = 1. Let us be more precise. Since, in (23),1̃ contains at least 3 vertices, we may consider the situation where there remains two
vertices in1̃:

. . . . . .r r r re2 e1

w2 x2 x1 w1

(wherew1 � �2, sincea1 = 1). Since this contracts to (30), we must have (x1; x2) =
(�1;�2) or (�2;�1); in fact we must have (x1; x2) = (�2;�1) because the other
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possibility would givex � 0 in (30), which is absurd. So the contraction of1̃ in-
creases the weight ofe2 by more than 1. Recall thata0 = 1(� )a1a2
1
2 � a1
2

1 � a2
2
2

is strictly positive; with1(� ) = 1 = a1, this implies thata2
2(
1� 
2) > 
2
1, so 
1 > 
2

and a2 � 5, which proves 6.11.2.

6.11.3. G0 is equivalent to a tree with two vertices, one of which has weight�a2. Moreover, if000 is any tree with two vertices and equivalent toG0, then one of
the weights in000 is �a2.

The first assertion is (29) witha1 = 1; the second sentence follows easily from the
first one. We also claim:

6.11.4. � is minimal in T(‡).
Assume the contrary then, arguing as in the proof of 6.7 (see (24) and (25)),

we obtain T1 =
�

1 1
1 1

�
and T2 =

� 
1�2 1
1�1 a2

�
. Then G0 = (�
1 + 1;�1 � a2; [
1 �

2];�1;�
1; [
1]) � (�
1 + 1;�a2 + 
1 + 1); since�a2 + 
1 + 1 6= �a2, 6.11.3 implies
that �
1 + 1 =�a2, so the other weight is�a2 + 
1 + 1 = 2� 0, which is absurd.

Recall thatm = 1 and let us use the notation:

L = G(�1)
h
6T1 = (0;�1; [n0]; z1; : : : ; [nh�1]; zh; [nh])(31)

where nj � 0, zj � �3 and where the distinguished vertex is the one of weight 0.
Note that the hypothesis of 6.2 is satisfied, so

�p2
2

� 2 Cont(L) and �̃ is defined. In
particular, Cont(L) contains a nonempty tableau, soh � 1.

6.11.5. h � 2 and, for somei 2 f1; : : : ; h� 1g,
G0 = L h

6T2 � (: : : ; zi�1; [ni�1]; zi + 1;�a2;�1; [ni ]; zi+1; : : :):(32)

Moreover,ni � 2 and e1 is either the leftmost or the rightmost vertex in[ni ].
We have

�p2
2

�
= cont(L; i; x; y) for somei 2 f1; : : : ; hg (for suitablex; y); then

L

�p2
2

� � (: : : ; zi�1; [ni�1]; x;0�; y; [ni ]; zi+1; : : :);(33)

or equivalently:

G0 = L h
6T2 � (: : : ; zi�1; [ni�1]; x;�a2; y; [ni ]; zi+1; : : :);(34)

where e2 is the vertex of weight�a2. Since the contraction (34) increases the weight
of e2 by only 1, 6.11.2 implies that some vertex of1̃ is still present in the right hand
side of (34). It follows that the vertex of weighty belongs to1̃, so x = zi +1, y = �1
and (32) holds. Sincee1 disappears beforee2, e1 is in [ni ]. If i = h then the right hand
side of (33) shrinks to a linear weighted pair, which contradicts 6.11.4 (2.15, 2.19); so
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i < h and consequentlyh � 2. Since
1 > 
2, we have in particular
1 > 2; so e1 has
two neighbors inL, one of them has weight�2 and the other has weight strictly less
than�2. This proves 6.11.5.

Obseve that ˜� is defined and satisfies the hypothesis of the Lemma as well as1(�̃ ) = 1 = a1. We claim that ˜� also satisfies 6.11.1: if not, then (˜� )� does, so
6.11.2 applied to (˜� )� gives 
̃2 > 
1, which is not the case because we have
2 + 
̃2 =a1
11(� ) = 
1, so 
1 > 
̃2. So we may, if we want, replace� by �̃ . Note, however,
that if (in 6.11.5)e1 is the leftmost vertex of [ni ], then the contrary claim holds for�̃ . In other words, we may arrange that:

6.11.6. e1 is the rightmost vertex of[ni ].
Consider the weighted pairZ consisting of a single vertex of weight 0; then we

may writeZ�p1
1

�
in one of the following forms:

(a) ([xh]; yh�1; : : : ; y4; [x3]; y2; [x1];�1�; y1; [x2]; y3; [x4] : : : ; [xh�1]; yh),
(b) (yh; [xh�1]; : : : ; y4; [x3]; y2; [x1];�1�; y1; [x2]; y3; [x4] : : : ; yh�1; [xh]),
where yj � �3, xj � 0 and xh > 0; e1 is the vertex of weight�1 and
the unique vertex ofZ is the leftmost vertex in (a) or (b). Note that, because of
6.11.6, we don’t need to consider more cases than (a) and (b) (i.e., cases of the type
(: : : ; y1;�1�; [x1]; : : :)); note, also, thath is odd in case (a) and even in case (b). The
fact that (a) (resp. (b)) shrinks to a single vertex of weight0 gives:

xj + yj =

(�3; if 1 < j < h;
�2; if j = 1 or j = h.

(35)

Note thatzi = y2, ni = x1 + 1, zi+1 = y1, etc., and rewrite (32) as

G0 �
(

([xh]; yh�1; : : : ; [x3]; y2 +1;�a2;�1; [x1];�2; y1; [x2]; : : : ; [xh�1]; yh);or

(yh; [xh�1]; : : : ; [x3]; y2 +1;�a2;�1; [x1];�2; y1; [x2]; : : : ; yh�1; [xh]);(36)

in cases (a) and (b) respectively. Next we show:

6.11.7. Case(a) is impossible.
Assume that we are in case (a). By (36),

G0 � ([xh]; yh�1; : : : ; [x3]; y2 + 1;�a2 + x1 + 2; y1 + 1; [x2]; : : : ; [xh�1]; yh);(37)

where the right hand side contains at least 5 vertices (h � 2 by 6.11.5, soh � 3 since
it is odd; also recall thatxh > 0). By 6.11.3,�a2 + x1 + 2 =�1, so:

a2 = x1 + 3;(38)

together with (37), this gives

G0 � ([xh]; yh�1; : : : ; [x3]; y2 + 2; y1 + 2; [x2]; : : : ; [xh�1]; yh);(39)
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which has at least 4 vertices. So�1 2 fy2 + 2; y1 + 2g. If y1 + 2 = �1 then the right
hand side of (39) shrinks to (: : : ; [x3]; y2 + 2 +x2 + 1; : : :) = (: : : ; [x3];0; : : :) by (35);
since there can’t be a nonnegative weight in a tree equivalent to G0, we conclude thaty2 + 2 =�1 and, by (39),

G0 � ([xh]; yh�1; : : : ; y4 + 1; x3 + y1 + 3; [x2]; : : : ; [xh�1]; yh):(40)

Note that if h = 3 then (40) readsG0 � (x3 + y1 + 3; [x2]; y3). More generally, we
claim:

G0 � (xh + yh�2 + p; [xh�1]; yh); wherep =

(
3; if h = 3;
2; if h > 3:(41)

Indeed, ifh > 3 then we can continue contracting (40) as long as we have morethan
2 vertices. At each stage of the process, the next vertex to disappear is clearly identi-
fied and the contraction process inescapably leads to the right hand side of (41), unless
contraction stops before that point; since the right hand side of (41) has at least 2 ver-
tices, contraction doesn’t stop before that point and (41) holds. Now (41) implies that,
if h > 3,

x3 + y1 = �4; x2 + y4 = �3;x5 + y3 = �3; x4 + y6 = �3;
...

...xh�2 + yh�4 = �3; xh�3 + yh�1 = �3:
(42)

(These are obtained by writing down, at each stage of the contraction process, the
equation which corresponds to the fact that the next vertex to disappear has weight�1.) SinceG0 contracts to an admissible chain, (41) implies thatxh + yh�2 + p � �1,
so xh + yh�2 � �3; together with the first column of (42), this gives:

xj + yj�2 � �3; for all odd j such that 3� j � h.(43)

(Note that, although the notation in (42) assumes thath > 3, (43) is valid whenh = 3
as well.) We claim that:

yj > �a2 for all odd j such that 1� j � h.(44)

Indeed,y1 = �2�x1 > �3�x1 = �a2, by (35) and (38); ifj > 1 thenyj � �3�xj �yj�2, by (35) and (43), so (44) holds.
We may now obtain a contradiction from 6.11.3, (41) and (44):If xh + yh�2 +p =�1 thenG0 � (�1; yh) by (41), soyh = �a2 by 6.11.3, and this contradicts (44). Ifxh + yh�2 +p < �1, then the right hand side of (41) must be an admissible chainwith
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exactly two vertices (xh�1 = 0); sinceyh 6= �a2 by (44), we havexh + yh�2 + p = �a2

by 6.11.3, but this is absurd becauseyh�2 > �a2 and xh + p > 0. This proves 6.11.7.

6.11.8. Case(b) is impossible.
This is very similar to 6.11.7 and we only sketch the argument. Assume that we

are in case (b) (soh is even). By (36),

G0 � (yh; [xh�1]; : : : ; [x3]; y2 + 1;�a2 + x1 + 2; y1 + 1; [x2]; : : : ; yh�1; [xh])(370)
and we deduce thata2 = x1 + 3 andy2 + 2 =�1 (as before); we also find:

G0 � (yh�1 + p; [xh]); where p =

�
3; if h = 2;
2; if h > 2;(410)

and if h > 2:

x3 + y1 = �4; x2 + y4 = �3;x5 + y3 = �3; x4 + y6 = �3;
...

...xh�1 + yh�3 = �3; xh�2 + yh = �3:
(420)

Then (420) implies (43), and (44) follows; together with 6.11.3 and (410), this gives a
contradiction. So 6.11.8 holds and the Lemma is proved.

Corollary 6.12. Let X be a surface of type[a; b; 
] for some pairwise relatively
prime integersa; b; 
 � 1. ThenX is isomorphic toP(a; b; 
).

Proof. By 2.22.2,X admits a basic affine ruling3; if 3 is of type I or II then
the assertion follows from 3.2 and 5.2.

Suppose that3 is of type III, chooseF 2 3� and let� = disc(X;3;F ); by 2.27,� 2 TIII (a0; a1; a2) for some permutationa0, a1, a2 of a; b; 
. Then 6.11 gives� 2 E

and, by 6.10,X admits a basic affine ruling of type II.

REMARK. SupposeX satisfies (‡). ThenX has at most three singular points (1.8)
and X admits a basic affine ruling (2.22.2). IfX admits a basic ruling of type III
(resp. II), thenX has at most one (resp. two) singular points not a rational double
point. Hence in caseX has three singularities that are not rational double points, 3.2
gives a stronger statement than 6.12, namely:

Let X be a surface satisfying(‡). If the discriminantsa0, a1, a2 of its singular
points are pairwise relatively prime, and ifX has three singularities that are not
rational double points, thenX = P(a0; a1; a2) and no ai divides the sum of the
other two.
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Corollary 6.13. Let a0, a1, a2 be pairwise relatively prime positive integers.
Then the setTIII (a0; a1; a2)[TIII (a0; a2; a1) is nonempty if and only ifa1a2 j a0+a1+a2.
Moreover,TIII (a0; a1; a2) [ TIII (a0; a2; a1) is equal to:

[
�2Ef� ; �

?; (� ?)?; ((� ?)?)?; : : :g [ f��; (� ?)�; ((� ?)?)�; (((� ?)?)?)�; : : :g
whereE denotes the set of elements ofTIII (a0; a1; a2) [ TIII (a0; a2; a1) which are non-
minimal in T(‡).

Proof. Follows from 6.11 and 6.8.

7. Explicit description of the set T0(P)

Let P = P(a; b; 
), where a, b, 
 are pairwise relatively prime positive integers.
By [2], it is clear that the problem of describing all affine rulings of P reduces to that
of describing the setT0(P). Now we have:

Corollary 7.1. T0(P) is the union of the setsTP (a0; a1; a2), for all P 2fI; II :1; II :2; III g and all permutations(a0; a1; a2) of (a; b; 
).
Proof. By 2.27,T0(P) � S

TP (a0; a1; a2). For the reverse inclusion, consider� = (m; T1; T2) 2 TP (a0; a1; a2); then � = disc[X;3;F ] for some [X;3;F ] 2 S0(‡),
because disc :S0(‡) ! T0(‡) is surjective (2.24). Then (2.23) the resolution graph ofX is equivalent to (G(�m)	T1)	T2, which is equivalent toG[a0;a1;a2] = G[a;b;
] by defini-
tion of TP (a0; a1; a2). SoX is a surface of type [a; b; 
] and 6.12 implies thatX = P.
Consequently,� 2 T0(P).

So our task is to describe the setTP (a0; a1; a2) explicitely, for each permutation
(a0; a1; a2) of (a; b; 
) and eachP 2 fI; II :1; II :2; III g. We begin with an observation:

7.2. Given pairwise relatively prime positive integersa0, a1, a2, it is clear that

a0 = a1a2x0 � a2x1� a1x2Eq(a0; a1; a2):

has a unique solution (x0; x1; x2) 2 N
3 satisfying 0� x1 < a1 and 0� x2 < a2. Thenx0 > 0 and for i = 1, 2 we havexi = 0 () ai = 1 and xi 2 f0;1g () ai j

(a0 + a1 + a2). For eachi = 1;2, there is a uniquex 0i satisfyingxix 0i � 1 (modai) and
0� x 0i < ai ; and a uniquex 00i 2 Z satisfyingxix 0i � x 00i ai = 1.

Proposition 7.3. Given pairwise relatively prime positive integersa0, a1, a2, the
set TI(a0; a1; a2) has exactly one element, namely
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�x0;
�x1a1

�;�x2a2

�� ;
where (x0; x1; x2) is the unique solution ofEq(a0; a1; a2).

Proof. Clear from the proof of 3.2.

Proposition 7.4. Given pairwise relatively prime positive integersa0, a1, a2, the
set TII :1(a0; a1; a2) has at most one element, and is nonempty if and only if(a0 +a1 + a2)=a2 is a natural number strictly greater than2. Moreover, if TII :1(a0; a1; a2)
is nonempty then let(x0; x1; x2) be the unique solution toEq(a0; a1; a2), let x 01; x 001 be
as in 7.2 and define�p2
2

�
=

�a1� x1 � x 01 + x 001a1� x1

�
+ (x0 � x2)

�a1 � x 01a1

�
;(45)

then the unique element ofTII :1(a0; a1; a2) is�
1;�x 01a1

�;�p2 1
2 a2

�� :(46)

REMARK. Since � 7! �� is a bijectionTII :1(a0; a2; a1) ! TII :2(a0; a1; a2), a de-
scription of TII :2(a0; a1; a2) is easily obtained from the above statement.

Proof. Suppose that� = (1; T1; T2) 2 TII :1(a0; a1; a2) and write T1 =
� pa1

�
andT2 =

� p2 1
2 a2

�
(see 2.28). We saw, at the beginning of the proof of 5.1, thata2 j a0 + a1;

so (a0 +a1 +a2)=a2 is a natural number at least 2 (we will see, below, that it is greater
than 2). In particular, we havex2 2 f0;1g by 7.2.

By 5.1, � is not minimal and its immediate predecessor� 0 belongs toTI(a0; a1; a2),
so (by 7.3)� 0 = (x0; �x1a1

�; �x2a2

�
) where (x0; x1; x2) is the unique solution of Eq(a0; a1; a2).

This implies that� = (1; �x 01a1

�; T �x2a2

�
), where x 01 is defined in 7.2 andT 2 Tx0�1(Lt ),

with L = G(�1)
h
6
�x1a1

�
. Note that the first column ofT must be

�p2
2

�
and that we may

write T =
�p2
2

��1
1

�1�x2 (recall thatx2 2 f0;1g). So
�p2
2

��1
1

�1�x2 2 Tx0�1(Lt ), which implies�p2
2

� 2 Tx0�x2(L
t ); thus

�p2
2

�
is the matrix productM(Lt )� 1x0�x2

�
, which is the same asM(L)t� 1x0�x2

�
by 2.14. By 5.38 of [2] we have

M(L) =

�a1� x1� x 01 + x 001 a1 � x1a1� x 01 a1

� ;
so (45) and (46) hold.

If (a0 + a1 + a2)=a2 = 2 thena0 + a1 = a2; feeding this in Eq(a0; a1; a2) and manip-
ulating givesx1 = a1 � 1 = x 01, x 001 = a2 � 2 andx0 = x2; then (45) givesp2 = 0, which
is absurd. Hence, (a0 + a1 + a2)=a2 > 2.



WEIGHTED PROJECTIVE PLANES 141

Conversely, suppose that (a0 + a1 + a2)=a2 is a natural number greater than 2;
in order to show thatTII :1(a0; a1; a2) is nonempty, consider the unique element� 0 =
(x0; �x1a1

�; �x2a2

�
) of TI(a0; a1; a2), let L = G(�1)

h
6
�x1a1

�
and define

�p2
2

�
= M(Lt )� 1x0�x2

�
.

Note thatx0 > 0 andx2 2 f0;1g imply x0 � x2 � 0. We claim:�p2
2

� 2 Tx0�x2(L
t ):(47)

If this is the case then it is easy to see that we may construct an element� of
TII :1(a0; a1; a2) by reading the above argument backward. Observe that, by definition
of Tx0�x2(L

t ), if (47) is false then we must havex0�x2 = 0, so (i) x0 = 1 = x2; and (ii)
L must satisfy the condition “wi = �2 for all i” (see 2.13). Now (i) and Eq(a0; a1; a2)
give a0 + a1 = a2(a1 � x1) and (ii) givesx1 = a1 � 1, so a0 + a1 = a2, a contradiction.
So (47) holds and the proof is complete.

Proposition 7.5. Let a0, a1, a2 be pairwise relatively prime positive integers.
Then at most one element ofTIII (a0; a1; a2) is non-minimal inT(‡) and such an el-
ement exists if and only ifa1a2 j a0 + a1 + a2 and a0 > a1 � a2. Moreover, if such an
element� exists then� =

�
1; � p1 1
1 a1

� ; � p2 1
2 a2

��
, where

�p1
1

�
=

�
1a2 � x2

�
+ (x0 � x1)

�x2a2

�;(48) �p2
2

�
=

�a1p1(
1� p1)� 1a1
1p1� 1

�
+ (1� x2)

�a1
1(
1� p1)� 1a1
2
1

�
(49)

and where(x0; x1; x2) is the solution toEq(a0; a1; a2).

Proof. Suppose that� 2 TIII (a0; a1; a2) is a non-minimal element ofT(‡).
By 2.30, the immediate predecessor�1 of � belongs toTII :2(a0; a1; a2), so ��1 2
TII :1(a0; a2; a1). Now 7.4 describes��1 as follows: Let (x0; x2; x1) be the unique so-
lution to Eq(a0; a2; a1) (equivalently, (x0; x1; x2) solves Eq(a0; a1; a2)) and definex 02,x 002 as in 7.2. By (28),a1a2 divides a0 + a1 + a2; thus x1, x2 2 f0;1g, x 02 = x2 andx 002 = x2 � 1. (Note, also, thatTII :1(a0; a2; a1) 6= ; implies that (a0 + a1 + a2)=a1 > 2, soa0 > a1 � a2.) Define�p01
1

�
=

�a2 � x2 � x 02 + x 002a2 � x2

�
+ (x0 � x1)

�a2 � x 02a2

�
(50)

=

�a2 � x2 � 1a2 � x2

�
+ (x0� x1)

�a2 � x2a2

�;
then (7.4)

��1 =

�
1;�x 02a2

�;�p01 1
1 a1

��
=

�
1;�x2a2

�;�p01 1
1 a1

�� ;
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so �1 =
�
1; � p0

1 1
1 a1

� ; �x2a2

��
.

Let L = G(�1)
h
6
� p0

1 1
1 a1

�
. Then � = (1; � 
1�p0

1 1
1 a1

� ; T �x2a2

�
), whereT 2 T0(Lt ). Let�p2
2

�
be the first column ofT , then

�p2
2

��1
1

�1�x2 = T 2 T0(Lt ), so
�p2
2

� 2 T1�x2(L
t ), so�p2
2

�
= M(Lt )� 1

1�x2

�
= M(L)t� 1

1�x2

�
. Now 5.38 of [2] gives

M(L) =

�a1p01(
1� p01)� 1 a1
2
1 � a1
1p01� 1a1
1p01� 1 a1
2

1

� ;
so �p2
2

�
=

�a1p01(
1� p01)� 1a1
2
1 � a1
1p01� 1

�
+ (1� x2)

�a1
1p01� 1a1
2
1

�:(51)

Now

� =

�
1;�
1� p01 1
1 a1

� ;�p2 1
2 a2

��
=

�
1;�p1 1
1 a1

� ;�p2 1
2 a2

�� ;
wherep1 = 
1 � p01. Formulas (48) and (49) are obtained from (50), (51) andp1 =
1 � p01.

We leave it to the reader to verify that, ifa1a2 j (a0+a1+a2) anda0 > a1�a2, then
TIII (a0; a1; a2) contains a non-minimal element ofT(‡) (there is a similar argument in
the proof of 7.4).

Our next task is to make 6.13 more explicit; this is done in 7.7, below.

DEFINITION 7.6. Let a0, a1, a2 be pairwise relatively prime positive integers satis-
fying a1a2 j a0 +a1 +a2, and write
 = (a0 +a1 +a2)=(a1a2). Then (a0; a1; a2) determines
two sets,W(a0;a1;a2) andW (a0;a1;a2), which we now proceed to define.

7.6.1. Each 2� 2 matrixM (with entries inZ) determines a pair of sequences

s(M) = (s0; s1; s2; : : :); t(M) = (t0; t1; t2; : : :)
defined by

�s0 s1t0 t1
�

= M and

� sn�1 + sn+1 = a2
 tntn�1 + tn+1 = a1
 sn :
7.6.2. Let M =

�
1 1
1 1

�
and defineun = sn(M) and vn = tn(M). Note that the be-

ginning terms of these two sequences are:
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n 0 1 2 3 4 . . .un 1 1 a2
 � 1 a2
 (a1
 � 1)� 1 a2
 [a1
 (a2
 � 1)� 1]� (a2
 � 1) . . .vn 1 1 a1
 � 1 a1
 (a2
 � 1)� 1 a1
 [a2
 (a1
 � 1)� 1]� (a1
 � 1) . . .

7.6.3. Let M 0 =
� �
�1+x2 x1�1�
�1+x1 x2�1

�
, where (x0; x1; x2) is the solution to Eq(a0; a1; a2),

and define�n = sn(M 0) and �n = tn(M 0). Note that, in each of the following cases:
(i) a1 > 1 anda2 > 1;
(ii) 1 = a1 < a2;
(iii) a1 > a2 = 1;
(iv) a1 = 1 = a2,
the beginning terms off�ng1n=0 and f�ng1n=0 are as follows:

n 0 1 2 3 4 . . .

(i)
�n �
 0 
 a2
 2 a1a2
 3� 
 . . .

�n �
 0 
 a1
 2 a1a2
 3� 
 . . .

(ii)
�n �
 �1 
 a2
 + 1 a2
 3� 
 . . .

�n �
 � 1 0 1 
 2 
 (a2
 + 1)� 1 . . .

(iii)
�n �
 � 1 0 1 
 2 
 (a1
 + 1)� 1 . . .

�n �
 �1 
 a1
 + 1 a1
 3� 
 . . .
(iv) �n = �n �
 � 1 �1 1 
 + 1 
 (
 + 1)� 1 . . .

7.6.4. For everyn 2 N, define

fn =

�
1;��n 1un a1

� ;�vn+1� �n+1 1vn+1 a2

��
and gn =

�
1;�un+1� �n+1 1un+1 a1

� ;��n 1vn a2

��

(we are not claiming that these always belong toT(‡)). Then define

W(a0;a1;a2) =

� ff2; g3; f4; g5; : : :g; if a0 > a1 � a2;;; else;
and

W (a0;a1;a2) =

� fg2; f3; g4; f5; : : :g; if a0 > a2� a1;;; else:
Proposition 7.7. Let a0, a1, a2 be pairwise relatively prime positive integers.

Then TIII (a0; a1; a2) is nonempty if and only ifa1a2 j a0 + a1 + a2, in which case we
have:

TIII (a0; a1; a2) = W(a0;a1;a2) [W (a0;a1;a2):
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REMARK. If a1a2 j a0 + a1 + a2 and a0 > ja1 � a2j, then

TIII (a0; a1; a2) = ff2; f3; f4; : : :g [ fg2; g3; g4; : : :g:
Observe, also, thatTIII (a0; a2; a1) =

��� j � 2 TIII (a0; a1; a2)
	

holds in all cases.

Proof of 7.7. The fact thatTIII (a0; a1; a2) is nonempty if and only ifa1a2 dividesa0 + a1 + a2 is an immediate consequence of 6.13. Assume thata1a2 j a0 + a1 + a2. Ifa0 > a1 � a2 then, by 7.5,TIII (a0; a1; a2) has a unique element which is non-minimal
in T(‡), and a direct calculation shows that this element isf2 (one verifies that, in
each of the cases (i–iv) of 7.6.3, the element� given by 7.5 is equal tof2). Similarly,
if a0 > a2 � a1 then the unique element ofTIII (a0; a2; a1) which is non-minimal in
T(‡) can be seen to beg�2 . Again by calculation, one checks thatff2; f ?2 ; (f ?2 )?; : : :g =ff2; g�3 ; f4; g�5 ; : : :g and thatfg�2 ; (g�2 )?; ((g�2 )?)?; : : :g = fg�2 ; f3; g�4 ; f5; : : :g (one can
use parts (4) and (5) of 6.2 to compute� 7! � ? explicitely). The desired result follows
from this and 6.13.

EXAMPLE 7.8. The following is a description ofT0(P2). First, 7.3 and 7.4 give:� TI(1;1;1) = f(1;1;1)g (where1 is the empty tableau);� TII :1(1;1;1) =
��

1;1; � 1 1
2 1

��	
;� TII :2(1;1;1) =

��
1; � 1 1

2 1

� ;1�	.
We haveTIII (1;1;1) = ff2; f3; f4; : : :g[fg2; g3; g4; : : :g by 7.7; by 7.6.3 (case (iv),

with 
 = 3), we find thatun = vn and �n = �n for all n, and:

un = 3un�1 � un�2; u0 = 1; u1 = 1;

�n = 3�n�1 � �n�2; �0 = �4; �1 = �1:
So,

TIII (1;1;1) =

��
1;�1 1

2 1

�;�1 1
5 1

��;�1;�4 1
5 1

�;� 2 1
13 1

��;�1;�11 1
13 1

�;� 5 1
34 1

��; : : :�

[ ��1;�1 1
5 1

�;�1 1
2 1

��;�1;� 2 1
13 1

�;�4 1
5 1

��;�1;� 5 1
34 1

�;�11 1
13 1

��; : : :�:
EXAMPLE 7.9. We now describeT0(P(2;3;5)). By 7.3 and 7.4,

� TI(2;3;5) =

��
1;�2

3

� ;�1
5

���
;

� TI(2;5;3) =

��
1;�1

5

� ;�2
3

���
;

� TI(3;2;5) =

��
1;�1

2

� ;�1
5

���
;

� TI(3;5;2) =

��
1;�1

5

� ;�1
2

���
;
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� TI(5;2;3) =

��
2;�1

2

� ;�2
3

���
;

� TI(5;3;2) =

��
2;�2

3

� ;�1
2

���
;

� TII :1(3;5;2) =

��
1;�1

5

� ;�3 1
4 2

���
;

� TII :2(3;2;5) =

��
1;�3 1

4 2

� ;�1
5

���
;

� TII :1(5;3;2) =

��
1;�2

3

� ;�1 1
4 2

���
;

� TII :2(5;2;3) =

��
1;�1 1

4 2

� ;�2
3

���
.

We haveTIII (3;5;2) = fg2; f3; g4; f5; : : :g by 7.7; by 7.6.3 (case (i), with
 = 1),

un�2 + un = 2vn�1; u0 = 1; u1 = 1;

vn�2 + vn = 5un�1; v0 = 1; v1 = 1;

�n�2 + �n = 2�n�1; �0 = �1; �1 = 0;

�n�2 + �n = 5�n�1; �0 = �1; �1 = 0;
so

TIII (3;5;2) =

��
1;�5 1

7 5

�;�1 1
4 2

��;�1;�2 1
7 5

�;�22 1
31 2

��;�1;�39 1
55 5

�;� 9 1
31 2

��; : : :� :
Also,

TIII (3;2;5) = fg�2 ; f �3 ; g�4 ; f �5 ; : : :g
=

��
1;�1 1

4 2

�;�5 1
7 5

��;�1;�22 1
31 2

�;�2 1
7 5

��;�1;� 9 1
31 2

�;�39 1
55 5

��; : : :� :
8. Further remarks

Corollary 8.1. Let a0, a1, a2 be pairwise relatively prime positive integers. Then

1(� ) =
a0 + a1 + a2a1a2

; for all � 2 TIII (a0; a1; a2) [ TIII (a0; a2; a1):
Proof. By 6.11, 6.7 and 6.8, there exists� 0 2 ENM \ TIII (a0; ai; aj ) such that1(� 0) = 1(� ) (for a suitable permutationi, j of 1, 2); thus we may assume that� 2

TIII (a0; a1; a2) is non-minimal inT(‡). Write � =
�
1; � p1 1
1 a1

� ; � p2 1
2 a2

��
, where

�p1
1

�
and�p2
2

�
are given by 7.5. Then (by (49))

1(� ) = 
1
2� 
1p2� 
2p1 =

����
1� p1 p2
1 
2

���� = A + (1� x2)B;
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where

A =

����
1� p1 a1p1(
1 � p1)� 1
1 a1
1p1� 1

���� = p1 and B =

����
1� p1 a1
1(
1� p1)� 1
1 a1
2
1

���� = 
1:
Thus

1(� ) = p1 + (1� x2)
1

= 1 + (x0� x1)x2 + (1� x2)(a2 � x2 + (x0 � x1)a2)

= x0� x1 � x2 + 2;
where the second equality follows from (48) and the third equality can be verified in
each of the cases:x2 = 0, x2 = 1. On the other hand, Eq(a0; a1; a2) gives

a0 + a1 + a2a1a2
= x0 +

1� x1a1
+

1� x2a2
= x0 + (1� x1) + (1� x2) = 1(� ):

Corollary 8.2. Let a0, a1, a2 be pairwise relatively prime positive integers sat-
isfying a1a2 j a0 + a1 + a2, and write 
 = (a0 + a1 + a2)=(a1a2). Then the elements
of TIII (a0; a1; a2) are the triples� =

�
1; � p1 1
1 a1

� ; � p2 1
2 a2

��
such that
1, 
2, p1, p2 are

positive integers satisfying


 a1a2
1
2 � a1
2
1 � a2
2

2 = a0;(52)


1
2� 
1p2� 
2p1 = 
 (0< pi < 
i; i = 1;2):(53)

Proof. If � =
�
1; � p1 1
1 a1

� ; � p2 1
2 a2

�� 2 TIII (a0; a1; a2) [ TIII (a0; a2; a1) then, as noted
at the beginning of the proof of 6.11, we havea0 = 1(� )a1a2
1
2 � a1
2

1 � a2
2
2; by

8.1, we get that (52) and (53) hold.
For the converse, we use the notations of 7.6. Observe: (i)The set of positive

solutions (
1; 
2) to (52) is f(un; vn+1) j n 2 Ng [ f(un+1; vn) j n 2 Ng; it follows that
gcd(
1; 
2) = 1 and consequently: (ii)If we give ourselves a solution(
1; 
2) of (52),
then (53) has at most one solution(p1; p2). (We leave (i) as an exercise for the reader;
(ii) is obvious.)

Let � =
�
1; � p1 1
1 a1

� ; � p2 1
2 a2

��
be such that (52) and (53) hold; by observation (i),

(
1; 
2) = (un; vn+1) or (un+1; vn)(54)

for somen � 0. Let n be minimal such that (54) holds and note thatn � 2 because
(53) implies 
1 > 1 and 
2 > 1. Define � 0 = fn if (
1; 
2) = (un; vn+1) and � 0 = gn
otherwise. Note that if

� 0 2 W(a0;a1;a2) [W (a0;a1;a2)(55)
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holds then� 0 2 TIII (a0; a1; a2) by 7.7, so (52) and (53) hold for� 0 by the first part of
the proof, so observation (ii) implies that� = � 0 2 TIII (a0; a1; a2) and we are done.

Since � 0 is fn or gn with n � 2, (55) is obvious ifa0 > ja1 � a2j; so we may
assume thata0 = a1 � a2 > a2 � a1 (the other case,a0 = a2 � a1, has a similar proof).
Now a0 = a1 � a2 implies thata2
 = 2, which implies thatum = um+1 and vm�1 = vm
for every oddm > 0. Sincen is minimal such that (54) holds, we have� 0 = fn if n is
odd and� 0 = gn if n is even. So� 0 2 fg2; f3; g4; f5; : : :g = W (a0;a1;a2) and (55) holds.

SPECIAL PAIRS.

In the following, A
1� denotes the affine line minus one point.

8.3. Let X be a surface satisfying (‡) and let3 be an affine ruling ofX.
1. An ordered pair (F;G) of members of3 (F;G 2 3) is called aspecial pair of3 if (i) F 6= G, (ii) F 2 3� and (iii) fF;Gg contains all multiple members of3.
Note the following facts (3 and 4 follow from 1.11 of [2]):
2. 3 admits a special pair: 3� is nonempty and, givenF 2 3�, the definition of3�
guarantees that there existsG 2 3 such that(F;G) is a special pair.
3. If (F;G) is a special pair of3 thenX n supp(F +G) is isomorphic toA

1 � A
1�,

in such a way that the projectionA1 � A
1� ! A

1� extends to a rational mapX ! P
1

which is compatible with the linear system3 (i.e., the fibres of the map are members
of 3).
4. Suppose thatU is an open subset ofX isomorphic to the product ofA1 with some
open subset ofP1, in such a way that the so obtained rational mapX ! P

1 is com-
patible with3. If X n U contains at least two curves, then there exists a special pair
(F;G) of 3 and membersM1; : : : ;Mn (n � 0) of 3 such thatU = X n supp(F +G +M1 + � � �Mn).

Given a tableauT =
� p1 p2 ::: 
k
1 
2 ::: 
k � 2 T , we define (as in 5.35 of [2])�(T ) =
1 � � � 
k (where�(T ) = 1 if T is the empty tableau). The following is a special case

of Corollary 5.37 of [2]:

8.4. Let X be a surface satisfying(‡), let 3 be an affine ruling ofX and let
(F;G) be a special pair of3. If (m; T1; T2) is the discrete part of(X;3;F ), then

F = �(T2)C2 and G = �(T1)C1;
where C1, C2 � X are irreducible curves. Moreover,Pic(Xs) �= Z � Z=dZ, whered = gcd(�(T1); �(T2)).

Part (1) of the following result was also obtained in [1]:

Corollary 8.5. Let the notation be as in8.4 and suppose thatX = P(a0; a1; a2)
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wherea0, a1, a2 are pairwise relatively prime. Then
(1) gcd(deg(C1);deg(C2)) = 1;
(2) �(T1) = deg(C2) and �(T2) = deg(C1).

Proof. We have�(T2) deg(C2) = �(T1) deg(C1) and gcd(�(T1); �(T2)) = 1 by 8.4,
so assertions (1) and (2) are equivalent. By part (2) of 2.25 together with the results
of sections 5 and 6, there exists a sequence (�0; : : : ; �n) in T(‡) satisfying:
(a) �n = (m; T1; T2) is the discrete part of (X;3;F );
(b) �0 2 TI(a; b; 
), for some permutationa; b; 
 of a0; a1; a2;
(c) for eachi such that 1� i � n, the pair (�i�1; �i) satisfies one of the following
conditions:

(i) �i > �i�1,
(ii) �i 2 E is minimal in T(‡) and �i�1 = �̃i ,
(iii) �i 2 E and �i�1 = ��i ,
(iv) �i 2 TII :2(a; b; 
) and �i�1 = ��i (some permutationa; b; 
 of a0; a1; a2).
We proceed by induction onn. If n = 0 then3 is basic of type I, soC1 = Ri

andC2 = Rj for some distincti; j 2 f0;1;2g (notations as in sections 1 and 3). Since
gcd(ai; aj ) = 1, (1) is clear in this case. Suppose thatn > 0 and that (1) (or equiva-
lently (2)) holds for smaller values ofn.

If (�n�1; �n) satisfies (iii) or (iv) then3 is basic, so (G;F ) is also a special pair
of 3 and �n�1 = disc(X;3;G); by the inductive hypothesis, (1) holds for3 and
(G;F ); it follows immediately that (1) holds for3 and (F;G).

If (�n�1; �n) satisfies (i) or (ii) then� � �n�1 (by 2.20 or 6.2), so, by 2.25, there
exists an affine ruling30 of X and F 0 2 30� such that supp(F ) = supp(F 0) and�n�1 = disc(X;30; F 0). Let G0 be such that (F 0;G0) is a special pair of30, write�n�1 = (m0; T 0

1; T 0
2) and note that 8.4 gives

F 0 = �(T 0
2)C 0

2 and G0 = �(T 0
1)C 0

1;
whereC 0

1 andC 0
2 are irreducible curves. Then

deg(C2) = deg(C 0
2) = �(T 0

1) = �(T1);
where the middle equality is the inductive hypothesis (i.e., (2) holds for 30 and
(F 0;G0)), the first equality isC2 = supp(F ) = supp(F 0) = C 0

2 and the last equality

follows from T 0
1 = T1

(ˇs) for some s � 1. Consequently, (1) and (2) hold for3 and
(F;G).

REMARK. Given P = P(a0; a1; a2), where a0; a1; a2 are pairwise relatively prime
positive integers, one may ask:What are all pairs of irreducible curvesC1, C2 � P

with the property thatP n (C1 [ C2) is isomorphic to the product ofA1 with a curve?
As mentioned in 8.3, above, these are exactly the special pairs associated to affine rul-
ings of P; consequently, a description of these curves can be derivedfrom this paper.
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In particular, one can give all pairs of integers (deg(C1);deg(C2)) by following these
steps:
1. Give all elements ofT0(P) (7.8 and 7.9 are two examples of this);
2. for each (m0; T 0

1; T 0
2) 2 T0(P), give all elements of

�
(�(T1); �(T2)) j (1; T1; T2) 2 T(P) and (1; T1; T2) � (m0; T 0

1; T 0
2)
	

(this step is computed explicitely in 5.40 of [2]). By 8.5, this set of pairs is the desired
one.
For instance, ifX = P

2 = P(1;1;1) then one finds that the set of pairs
(deg(C1);deg(C2)) is the union of the following four sets (where the sequences fung1n=0

and f�ng1n=0 are defined in 7.8):
1. (1; n), with n � 1;
2. (2;4n + 1), with n � 0;
3. (un; un+1P ), wheren � 3 and (for n fixed) P is any finite product of the formP =

Qsi=1(�i + u2n�i) where s � 0, �i � 0 and

�i =

� un(un � �n)� 1; if i is odd;un�n � 1; if i is even;

4. (un+1; unQ), wheren � 2 and (for n fixed) Q is any finite product of the formQ =
Qsi=1(�i + u2n+1�i) where s � 0, �i � 0 and

�i =

� un+1�n+1� 1; if i is odd;un+1(un+1� �n+1)� 1; if i is even:
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Montréal, Qc, Canada H3A 2K6
e-mail: russell@math.mcgill.ca


