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HYPOELLIPTIC CONVOLUTION EQUATIONS IN S′(R) FOR THE
DUNKL THEORY ON R∗

SLAIM BEN FARAH† AND KAMEL MOKNI‡

Abstract. The aim of this paper is to characterize hypoelliptic convolution-equations in S′(R) for
the Dunkl theory on the real line. For this we determine the spaces of convolution and multiplication
operators in S′(R) for the Dunkl convolution and we show that the Fourier-Dunkl transform is a
topological isomorphism between them.
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1. Introduction. Let H′ be one of the spaces D′(Rd) or S′(Rd) of distributions
and tempered distributions on Rd. We denote by O′C(H′) the space of usual con-
volution operators on H′ and by OC(H′) its dual space. We consider convolution
equations of the form

S ∗ U = F,

where S ∈ O′C(H′), F ∈ H′ and the indeterminate U ∈ H′. Such equations or S are
said to be hypoelliptic, if any solution U belongs to OC(H′) whenever F belongs to
OC(H′).

In the case H′ = D′(Rd), we note that O′C(H′) = E′(Rd) the space of compact
support distributions on Rd, and OC(H′) = E(Rd) the space of C∞-functions on Rd.
L. Ehrempreis [7] and next L. Hörmander [9] have characterized hypoelliptic distrib-
utions by giving necessary and sufficient conditions on their usual Fourier transforms.
Analogous result is obtained by Trimèche [18] for the Dunkl convolution on Rd. Sim-
ilar characterizations are established for other convolutions, see for example [1], [11]
and [19].

In the case H′ = S′(Rd), and according to Schwartz [16], O′C(H′) is the space
of rapidly decreasing distributions on Rd which we denote by O′C(Rd), and OC(H′)
is the space of very slowly increasing C∞-functions and is denoted by OC(Rd). Let
us also denote by OM (Rd) the space of multiplication operators on S′(Rd). For this
situation, Zieleźny [20] has characterized hypoelliptic convolution equations. He uses
essentially the properties of the spaces O′C(Rd) and OM (Rd) developed in [16], and
the fact that the usual Fourier transform is a continuous isomorphism between them.
We note that such equations has been studied in [3], for the Jacobi convolution on R
instead of the usual convolution.

In this work, we are interested by hypoelliptic Dunkl-convolution equations in
S′(R), so we have to investigate the spaces of Dunkl-convolution operators and mul-
tiplication operators on S′(R), and the relation between them via the Dunkl Fourier
transform. We organize this paper as follows

In chapter 2, we collect some properties and results about the Dunkl theory on
the real line. Then we establish some properties of the Schwartz spaces S(R) and
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S′(R), related respectively to the usual derivative of and to the Dunkl operator. In
Chapter 3, we prove some equivalent properties of the spaces of multiplication and
Dunkl-convolution operators in S′(R). In particular we show that the Dunkl-Fourier
transform, denoted by Fd, is a topological isomorphism between them, and that the
space of Dunkl-convolution operators in S′(R) is equal to the usual space O′C(R). In
the last chapter we characterize hypoelliptic Dunkl-convolution equations in S′(R).

2. Basic properties of the Dunkl theory on the real line.

2.1. Dunkl convolution. Let C∞(R) and D(R) be respectively the spaces of
C∞-functions and C∞-functions with compact support on R. For n ≥ 1 integer and
f ∈ C∞(R), we denote (d/dx)n(f) by f (n).
For a fixed real α ≥ −1/2, we consider the differential-difference operator, defined for
a C∞-function f on R, by

Λf(x) = f ′(x) + (2α+ 1)
f(x)− f(−x)

2x
.

This operator maps the spaces C∞(R), D(R) and S(R) into themselves. It is known
as the Dunkl operator on R of index (α+ 1/2) related to the reflection group Z2 and
the weight function |x|2α+1. We are going to collect some results about harmonic
analysis associated with this operator. For this, and for the general Dunkl theory, we
refer to [5], [6], [10], [13], [14] and [15] and their bibliographies.

For each z ∈ C, we denote by E(., iz) the unique holomorphic solution of the
problem {

ΛΨ = izΨ,
Ψ(0) = 1.

The function E satisfies |E(x, iy)| ≤ 1, for all real x, y.
Let dµ(x) = |x|2α+1dx and L1

µ(R) be the space of µ-integrable functions on R. The
Dunkl-transform Fd is then defined for all f ∈ L1

µ(R) and y ∈ R, by

Fd(f)(y) =
1
cµ

∫
R
f(x)E(x, iy)dµ(x),

where

cµ =
∫

R
e−x2/2dµ(x).

It is clear that for a such f , Fd(f) is a bounded continuous function and

||Fd(f)||∞ ≤ 1
cµ
||f ||L1

µ(R).

Moreover, Fd is a topological isomorphism of S(R) onto itself, and for each f ∈ S(R),
x, y ∈ R

F−1
d (f)(x) = Fd(f)(−x) and Fd(Λf)(y) = iyFd(f)(y).

As in the classical analysis, we have a Dunkl-convolution ∗d, defined for f, g ∈ L1
µ(R)

and x ∈ R by

f ∗d g(x) =
∫

R
f(y)τxg(−y)dµ(y).



HYPOELLIPTIC DUNKL-CONVOLUTION EQUATIONS IN S′(R) 389

Here τx is a related translation operator, which has the following explicit formula

τyf(x) =
1
2

∫ 1

−1

f(
√
x2 + y2 − 2xyt)(1 +

x− y√
x2 + y2 − 2xyt

)Φ(t)dt

+
1
2

∫ 1

−1

f(−
√
x2 + y2 − 2xyt)(1− x− y√

x2 + y2 − 2xyt
)Φ(t)dt,

(2.1)

where

Φ(t) =
Γ(α+ 1)√
πΓ(α+ 1/2)

(1 + t)(1− t2)α−1/2. (2.2)

τx, ∗d, Fd and Λ satisfy the following properties and relations between them.
(1)

(
L1

µ(R),+, ∗d

)
is a commutative Banach algebra.

(2) S(R) ∗d S(R) ⊂ S(R).
(3) τx maps the spaces C∞(R), D(R), L1

µ(R) and S(R) into themselves.
(4) τxf(−y) = τyf(−x).
(5) ||τxf ||∞ ≤ ||f ||∞.
(6) ||τxf ||L1

µ(R) ≤ ||f ||L1
µ(R).

(7) Λ(τxf) = τx(Λf).
(8) Fd

[
f ∗d g

]
= Fd(f).Fd(g).

(9) Λ
[
f ∗d g

]
= (Λf) ∗d g.

Now we give two technical useful lemmas for the next.

Lemma 2.1. There is a positive constant C such that, for all f ∈ S(R), k ∈ N
and x ∈ R,

||(1 + y2)kτxf ||∞ ≤ C(1 + x2)k||(1 + y2)kf ||∞.

Proof. Let f ∈ S(R) and x ∈ R. One has τxf = τxfe+τxfo, where fe = (f+f∨)/2,
fo = (f − f∨)/2 and f∨(x) = f(−x). The fact that fe is even and fo is odd implies
that

(1 + y2)kτxfe(y) = (1 + y2)k

∫ 1

−1

fe(
√
x2 + y2 − 2xyt)Φ(t)dt,

(1 + y2)kτxfo(y) = (1 + y2)k

∫ 1

−1

fo(
√
x2 + y2 − 2xyt)

y − x√
x2 + y2 − 2xyt

Φ(t)dt.

We conclude by using the well known fact saying that there is some constant C1

independent of x and y, such that (1 + y2)k ≤ C1(1 + x2)k(1 + (|x| − |y|)2)k.

Lemma 2.2. Let ϕ be a positive even function in D(R), with support in [−1, 1]
and ϕ ≥ 1 on [−1/2, 1/2]. Then

i) there is a constant C > 0 such that, τx(ϕ)(x) ≥ C/|x|2α+1 when |x| ≥ 1,
ii) τx(ϕ)(y) = 0 whenever ||x| − |y|| ≥ 1.

Proof. ϕ is even, so τx(ϕ)(y) =
∫ 1

−1
ϕ(

√
x2 + y2 − 2xyt)Φ(t)dt.

i) Let x be a real number such that |x| ≥ 1, then

τx(ϕ)(x) =
∫ 1

−1

ϕ(
√

2|x|
√

1− t)Φ(t)dt.
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The change of variable u =
√

2|x|
√

1− t and the expression (2.2) of Φ implies that

τx(ϕ)(x) =
C

|x|2α+1

∫ 2|x|

0

ϕ(u)(2− u2

2x2
)α+1/2u2αdu,

where C =
Γ(α+ 1)

2α−1/2
√
πΓ(α+ 1/2)

.

If we use that ϕ is positive and that, ϕ(u) ≥ 1 and (2− u2

2x2
) ≥ 1 for u ∈ [0, 1/2], we

obtain

τx(ϕ)(x) ≥ C

(2α+ 1)22α+1

1
|x|2α+1

.

ii) This is quite trivial if we note that supp(ϕ) ⊂ [−1, 1] and

x2 + y2 − 2xyt = (|x| − |y|)2 + 2|x||y|(1− sgn[xy]t) ≥ 1.

We need also, the classical Taylor’s formula with integral remainder for a C∞-
function f on R, which asserts that, for any n ∈ N, there is a polynomial Qn of degree
n such that

f(x) = Qn(x) +
1
n!

∫ x

0

(x− t)nf (n+1)(t)dt. (2.3)

In [12], an extension of this formula to the Dunkl operator Λ proves the existence, for
any n ∈ N, of a polynomial Pn of degree n and a function Wn defined on R2, such
that

f(x) = Pn(x) +
∫ |x|

−|x|
Wn(x, t)Λn+1f(t)|t|2α+1dt, (2.4)

Next we shall refer to this formula as Dunkl-Taylor’s formula. In fact the functionsWn

are defined by induction, and we retain the following properties when (0 < |y| < |x|)
(1) W0(x, y) = sgn(x)/2|x|2α+1 + sgn(y)/2|y|2α+1.
(2) ΛxWn+1(x, y) = Wn(x, y).
(3) Wn(x, x) = Wn(−x, x) = 0.
(4) |Wi(x, y| ≤ C|x|i/|y|2α+1.

In order to lighten the mean proofs of this paper, we conclude this section by the
lemma and remark below.

Lemma 2.3. Let f ∈ C∞(R), then for all integer n ≥ 1,

Λnf ′(x) =
n∑

i=0

1
|x|i+1

∫ |x|

−|x|

[
Ai,nWi(x, t) +Bi,nWi(−x, t)

]
Λn+1f(t)|t|2α+1dt.

where Ai,n and Bi,n are constants.

Proof. The result can be obtained by induction on n, if we use the Dunkl-Taylor’s
formula

f(x) = Pn(x) +
∫ |x|

−|x|
Wn(x, t)Λn+1f(t)|t|2α+1dt,
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and the fact that

d

dx
Wn(x, t) = ΛxWn(x, t)− (2α+ 1)

Wn(x, t)−Wn(−x, t)
2x

,

with ΛxWn(x, t) = Wn−1(x, t).

Remark 2.1. Let f be a C∞-function and define f∨ by f∨(x) = f(−x), then for
all m, k ∈ N,

i) Λm[(1 + x2)kf ] is a linear combination of terms of the form

xε(1 + x2)sΛjf∨
η

,

where ε, η, s, j are integers such that 0 ≤ ε, η ≤ 1, 0 ≤ s ≤ k0 and 0 ≤ j ≤ m.
(Here f∨

0
= f and f∨

1
= f∨).

ii) Λm
[ f

(1 + x2)k

]
is a linear combination of terms of the form

xεΛjf∨
η

(x)
(1 + x2)k+s

,

where ε, η, s, j are integers such that 0 ≤ ε, η ≤ 1, 0 ≤ j, s ≤ m.

This remark can be obtained by induction on m, if we use the following formulas

Λ(f∨) = −(Λf)∨ ; (f∨)′ = −(f ′)∨

Λ((1 + x2)pg) = 2px(1 + x2)p−1g + (1 + x2)pΛg,

Λ(x(1+x2)pg) = (1+2p)(1+x2)pg−2p(1+x2)p−1g+x(1+x2)pΛg+(2α+1)(1+x2)pg∨,

where p is any integer in Z.

2.2. Definitions and properties of some functional spaces. The topology
of S(R) is defined by the family of semi-norms, given for all k, n ∈ N by

pk,n(f) = max
0≤m≤n

||(1 + x2)kf (m)||∞.

We consider the semi-norms associated to the operator Λ, defined on S(R) for all
k, n ∈ N

qk,n(f) = max
0≤m≤n

||(1 + x2)kΛmf ||∞.

It is known that the pk,n and the qk,n generate the same topology on S(R) (see [2]).
In fact it can be proved that, for any integers k and n, there are positive constants
C, D such that

C.pk,n ≤ qk,n ≤ D.pk,n.

In particular this implies that

S(R) = Sb(R) := {f ∈ C∞(R) ; ∀n, k ∈ N, ||(1 + x2)kΛnf ||∞ <∞}.
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We introduce now two classes of functions, which are a natural generalization of the
usual spaces denoted by B(R) and D(R)(R) in [16].

1) B(R) is the space of C∞-functions f on R, such that f (n) is bounded on R, for
all n ≥ 0. Its topology is defined by the family of semi-norms ||f (n)||∞, n ∈ N.

1’) Bd(R) will be the space of C∞-functions f on R, such that Λnf is bounded
on R for all n ≥ 0. The semi-norms for this space are ||Λnf ||∞, n ∈ N.

2) DL1(R)(R) is the space of C∞-functions f on R, such that f (n) is L1(R) for all
n ≥ 0, equipped with the family of semi-norms ||f (n)||L1(R), n ∈ N.

2’) DL1
µ(R)(R) will be the space of C∞-functions f on R, such that Λnf is L1

µ(R)
for all n ≥ 0, and the semi-norms are ||f (n)||L1

µ(R), n ∈ N.
We are going to prove that Bd(R) = B(R) as topological spaces, this is a consequence
of the following proposition which is useful for the remainder.

Proposition 2.1. For all k ≥ 0, n ≥ 0 there exist C1 and C2 positive real
numbers such that, for all f ∈ B(R),

C1||
Λnf

(1 + x2)k
||∞ ≤ || f (n)

(1 + x2)k
||∞ ≤ C2||

Λnf

(1 + x2)k
||∞.

In particular, B(R) = Bd(R) as topological spaces.

Proof. The inequalities will be proved by induction on n. They are trivial for
n = 0, suppose that

|| Λnf

(1 + x2)k
||∞ ≤ C|| f (n)

(1 + x2)k
||∞

for some positive constant C, then

|| Λn+1f

(1 + x2)k
||∞ ≤ C|| (Λf)(n)

(1 + x2)k
||∞,

but Λf(x) = f ′(x) + (2α+ 1)
f(x)− f(−x)

2x
, so

|| Λn+1f

(1 + x2)k
||∞ ≤ C(|| f (n+1)

(1 + x2)k
||∞ + (α+ 1/2)|| 1

(1 + x2)k

(f − f∨

x

)(n)||∞),

using the Taylor formula:

f(x) = Qn(x) +
1
n!

∫ x

0

(x− t)nf (n+1)(t)dt,

we obtain

f(x)− f(−x)
x

= Rn−1(x) +
1
n!

1
x

∫ x

0

(x− t)n
[
f (n+1)(t) + (−1)nf (n+1)(−t)

]
dt.

So, by Leibnitz Formula, there are some constants (Aj)0≤j≤n such that

(f − f∨

x

)(n)(x) =
n∑

j=0

Aj
1

xj+1

∫ x

0

(x− t)j
[
f (n+1)(t) + (−1)nf (n+1)(−t)

]
dt. (2.5)
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Observe that, for |t| ≤ |x|

|f (n+1)(t) + (−1)nf (n+1)(−t)|
(1 + x2)k

≤ |f (n+1)(t) + (−1)nf (n+1)(−t)|
(1 + t2)k

≤ const.|| f (n+1)

(1 + x2)k
||∞,

so for any 0 ≤ j ≤ n

| 1
(1 + x2)k

1
xj+1

∫ x

0

(x− t)j
[
f (n+1)(t) + (−1)nf (n+1)(−t)

]
dt| ≤ const.|| f (n+1)

(1 + x2)k
||∞.

This gives the first inequality.
For the second inequality, we suppose that

|| f (n)

(1 + x2)k
||∞ ≤ C|| Λnf

(1 + x2)k
||∞

for some positive constant C, then

|| f (n+1)

(1 + x2)k
||∞ ≤ C|| Λnf ′

(1 + x2)k
||∞.

In the other hand, by Lemma 2.3 one has

Λnf ′(x) =
n∑

i=0

1
|x|i+1

∫ |x|

−|x|

[
Ai,nWi(x, t) +Bi,nWi(−x, t)

]
Λn+1f(t)|t|2α+1dt,

|Λn+1f(t)|
(1 + x2)k

≤ |Λn+1f(t)|
(1 + t2)k

≤ const.|| Λ(n+1)f

(1 + x2)k
||∞,

and

|Wi(x, t| ≤ C
|x|i

|t|2α+1
,

combining all this as before we get the result.

3. Dunkl-Convolution operators in S′(R). The aim of this section is to define
and characterize, as in [16], the spaces OM,d(R) and O′C,d(R) of Dunkl-multiplication
and convolution operators on S′(R).

3.1. Multiplication operators. Let us recall some properties of OM (R), this
space is identified with the space of C∞-functions slowly increasing together with all
their derivatives. In other words, for a C∞-function f one has

f ∈ OM (R) ⇔ ∀p ∈ N, ∀ϕ ∈ S(R); ||ϕ.f (p)||∞ < +∞

⇔ ∀p ∈ N, ∃kp ∈ N; || f (p)

(1 + x2)kp
||∞ < +∞.

For the topology, a sequence (fn)n converges to 0 in OM (R) if and only if

∀p ∈ N, ∀ϕ ∈ S(R); ||ϕ.f (p)
n ||∞ → 0 as n→∞,
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the convergence is uniform on ϕ when it belongs to a bounded subset of S(R). This
is also equivalent to

∀p ∈ N, ∃kp ∈ N; || f
(p)
n

(1 + x2)kp
||∞ → 0 as n→∞,

where kp depends only on p and not on n.
In fact the spaces OM,d(R) and OM (R) are the same space, since we have the same

Schwartz space S′(R), we shall then use the notation OM (R) for them. Moreover the
above definitions are compatible with the Dunkl-operator, indeed, Proposition 2.1
allows us to assert trivially the following

Proposition 3.1.
i) If f is a C∞-function then

f ∈ OM (R) ⇔ ∀p ∈ N, ∀ϕ ∈ S(R); ||ϕ.Λpf ||∞ < +∞

⇔ ∀p ∈ N, ∃kp ∈ N; || Λpf

(1 + x2)kp
||∞ < +∞.

ii) A sequence (fn)n in OM (R) converges to 0 if and only if

∀p ∈ N, ∀ϕ ∈ S(R); ||ϕ.Λpfn||∞ → 0 as n→∞,

the convergence is uniform on ϕ when it belongs to a bounded subset of S(R). This is
also equivalent to

∀p ∈ N, ∃kp ∈ N; || Λpfn

(1 + x2)kp
||∞ → 0 as n→∞,

where kp depends only on p and not on n.

3.2. Dunkl-bounded distributions . Now to define O′C,d(R) we need the topo-
logical dual space of DL1

µ(R)(R) which we denote by B′d(R). For its topology, a se-
quence (Tn)n converges to 0 in B′d(R) if, for any bounded subset A of DL1

µ(R)(R),
〈Tn, ϕ〉 tends to 0 uniformly on ϕ ∈ A. D(R) is dense in DL1

µ(R)(R), so B′d(R) is a
space of distributions and we have

Theorem 3.1. The following assertions are equivalent, for a distribution T .
i) T ∈ B′d(R).
ii) ∀ϕ ∈ D(R); T ∗d ϕ is bounded.
iii) There are bounded functions f1, . . . , fq such that T =

∑q
j=1 Λljfjdµα.

Proof. i) ⇒ ii): Suppose that T ∈ B′d(R) and let ϕ ∈ D(R). For all real x, one
has |T ∗d ϕ(x)| = | 〈T, τxϕ〉 |. But T ∈ B′d(R), so there are a positive constant C
and a positive integer k, such that | 〈T, τxϕ〉 | ≤ C||Λk(τxϕ)||L1

µ(R), this implies that
|T ∗d ϕ(x)| ≤ C||Λkϕ||L1

µ(R), and then

||T ∗d ϕ||∞ ≤ C||Λkϕ||L1
µ(R).

ii) ⇒ iii): Let ϕ ∈ D(R), by hypothesis T ∗d ϕ is bounded. Then, as function of
ψ ∈ D(R)∩L1

µ(R) such that ||ψ||L1
µ(R) ≤ 1, the quantity I := |

∫
R T ∗dϕ(x)ψ(x)dµ(x)|

is uniformly bounded. But I = |
∫

R T ∗d ψ(x)ϕ(x)dµ(x)|, so {T ∗d ψdµ; ψ ∈ D(R) ∩
L1

µ(R) and ||ψ||L1
µ(R) ≤ 1} is bounded in D′(R). This means that for any compact set
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K of R, there are a positive constant C and a positive integer m such that, for all
ϕ ∈ DK(R) and ψ ∈ D(R) ∩ L1

µ(R) such that ||ψ||L1
µ(R) ≤ 1

|
∫

R
T ∗d ψ(x)ϕ(x)dµ(x)| ≤ C max

0≤l≤m
||Λlϕ||∞.

We remark that this inequality can be extended to ϕ ∈ Dm
K(R), to affirm that T ∗d ϕ

stays bounded for those ϕ.
Let δ0 be the Dirac measure at the origin and E a solution of the equation ΛpE = δ0,
where p is chosen such that E is of class Cm(R). Take γ ∈ D(R) equal to 1 in a
neighborhood of 0 with support K, then Λp(γE) = δ0 + ζ, where ζ ∈ D(R). To
conclude we observe that

T = T ∗d δ0 = Λp(T ∗d γE)− T ∗d ζ,

this is the desired because ζ ∈ D(R) and γE ∈ Dm
K(R), so T ∗d ζ and T ∗d γE are

bounded.
iii) ⇒ i): If T =

∑q
j=1 Λljfjdµ, with f1, . . . , fq bounded, then for all ϕ ∈ D(R) ∩

DL1
µ(R)(R)

| 〈T, ϕ〉 | ≤
q∑

j=1

∫
R
|fj(x)|.|Λljϕ(x)|dµ(x) ≤

q∑
j=1

||fj ||∞.||Λljϕ||L1
µ(R),

this proves that T ∈ B′d(R).

3.3. Dunkl-Convolution operators. Now, we can define the topological space
of Dunkl-convolution operators on S′(R) by

O′C,d(R) = {T ∈ S′(R); ∀k ∈ N, (1 + x2)kT ∈ B′d(R)},

and we say that a sequence (Tn)n converges to 0 in O′C,d(R) if, for all k ∈ N, the
sequence ((1 + x2)kTn)n converges to 0 in B′d(R).
The space O′C,d(R) is characterized as in ([16] p. 244) by

Theorem 3.2. The following assertions are equivalent, for a distribution T .
i) T ∈ O′C,d(R).
ii) ∀ϕ ∈ D(R); T ∗d ϕ ∈ S(R).
iii) ∀k ∈ N, {(1 + x2)kτxT ; x ∈ R} is bounded in D′(R).
iv) ∀k ∈ N, there are functions f1, . . . , fq such that T =

∑q
j=1 Λljfjdµ with

(1 + x2)kfj bounded for 1 ≤ j ≤ q.

Proof. Note that ii) and iii) are trivially equivalent.
i) ⇒ ii): Let ϕ ∈ D(R), to prove that T ∗d ϕ ∈ S(R) we have to show that

∀k,m ∈ N; (1 + x2)k(T ∗d Λmϕ) is bounded.

(1 + x2)k(T ∗d Λmϕ) is continuous, so it is sufficient to prove that, for all f ∈ D(R);

I := |
∫

R
(1 + x2)kf(x)(T ∗d Λmϕ)(x)dµ(x)| ≤ const.||f ||L1

µ(R).

Let p ∈ N such that 1/(1 + y2)p−1 ∈ L1
µ(R) and note that

I = |〈Ty,
[
(1 + x2)kf ∗d Λmϕ

]
(y)〉|

= |〈(1 + y2)k+pTy,
1

(1 + y2)k+p

[
(1 + x2)kf ∗d Λmϕ

]
(y)〉|.
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The fact that (1+ y2)k+pT ∈ B′d(R) implies that there are C > 0 and l ∈ N such that

I ≤ C.||Λl
y

[ 1
(1 + y2)k+p

((1 + x2)kf ∗d Λmϕ)
]
(y)||L1

µ(R),

which means that

I ≤ C.

∫
R
|Λl

y

∫
R

τy(Λmϕ)(x)
(1 + y2)k+p

(1 + x2)kf(x)dµ(x)|dµ(y).

By remark 2.1, Λl
y

[τy(Λmϕ)(x)
(1 + y2)k+p

]
is a linear combination of terms of the form

yετy(Λm+jϕ∨
η

)(x)
(1 + y2)k+p+s

,

where ε, η, j, s are nonnegative integers such that 0 ≤ ε, η ≤ 1 and 0 ≤ j, s ≤ l. For
any one of those terms let

J :=
∫

R
|
∫

R

yετy(Λm+jϕ∨
η

)(x)
(1 + y2)k+p+s

(1 + x2)kf(x)dµ(x)|dµ(y),

we suppose that supp(ϕ) ⊂ [−a, a], then supp(τy(Λm+jϕ∨
η

)) ⊂ [−a− |y|, a+ |y|] and
so

J ≤
∫

R

1
(1 + y2)p−1

∫ a+|y|

−a−|y|
|τy(Λm+jϕ∨

η

)(x)| (1 + x2)k

(1 + y2)k
|f(x)|dµ(x)dµ(y).

Now if we use the inequality

|τy(Λm+jϕ∨
η

)(x)| ≤ sup
0≤q≤m+l

||Λm+qϕ||∞,

and the fact that
(1 + x2)k

(1 + y2)k
is bounded for all (x, y) ∈ [−a − |y|, a + |y|] × R by a

constant depending only on supp(ϕ), we obtain

J ≤ const. sup
0≤q≤m+l

||Λm+qϕ||∞.||
1

(1 + y2)p−1
||L1

µ(R).||f ||L1
µ(R),

this implies the desired estimation for I.
i) ⇒ ii): Let k ∈ N, we have to prove that T can be written as T =

∑q
j=1 Λljfjdµ,

where f1, . . . , fq are functions such that (1 + x2)k+pfj is bounded for 1 ≤ j ≤ q. By
hypothesis, T ∗d ϕ is in S(R) so (1 + x2)kT ∗d ϕ is bounded for all ϕ ∈ D(R), by the
same methods of Theorem 3.1, if we fix a compact set K of R and a positive integer
m, we can extend the above to say that (1+x2)kT ∗dϕ is bounded for all ϕ ∈ Dm

K(R).
After this we take a solution E of the equation ΛpE = δ0, where p is chosen such that
E is of class Cm(R). Let γ ∈ D(R) equal to 1 in a neighborhood of 0 and denote by
K its support, then Λp(γE) = δ0 + ζ, where ζ ∈ D(R). As before

T = T ∗d δ0 = Λp(T ∗d γE)− T ∗d ζ,

which is the desired.
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iv) ⇒ i): Let k ∈ N, we shall prove that (1 + x2)kT ∈ B′d(R). We choose p ∈ N such
that 1/(1 + x2)p−1 ∈ L1

µ(R). By hypothesis, for k + p, there are f1, . . . , fq such that
(1 + x2)k+pfj bounded for 1 ≤ j ≤ q and T =

∑q
j=1 Λljfjdµ, in those conditions

(1+x2)kfj ∈ L1
µ(R). To have the result and according to Theorem 3.1, it is sufficient

to show that for all ϕ ∈ D(R), the function (1+x2)kT ∗dϕ is bounded. Let ϕ ∈ D(R),
so [

(1 + x2)kT ∗d ϕ
]
(y) =

q∑
j=1

∫
R
fj(x)Λlj

x

[
(1 + x2)kτyϕ

]
(x)dµ(x).

For 1 ≤ j ≤ q, Λlj
x

[
(1 + x2)kτyϕ

]
(x) is a finite linear combination of terms of the

form xε(1 + x2)sτy(Λmϕ∨
η

)(x),where ε, η, s,m are integers such that 0 ≤ ε, η ≤ 1,
0 ≤ s ≤ k and 0 ≤ m ≤ lj . On the other hand

|
∫

R
xε(1+x2)sfj(x)τy(Λmϕ∨

η

)(x)dµ(x)| ≤ const. sup
0≤n≤lj

||Λnϕ||∞.||(1+x2)kfj ||L1
µ(R),

this estimation is independent of y, so (1 + x2)kT ∗d ϕ is a bounded function.

Corollary 3.1. O′C,b(R) = O′C(R).

Proof. Let T ∈ O′C(R). To prove that T belongs to O′C,b(R) it is sufficient to show
that T ∗b ϕ ∈ S(R) for all ϕ ∈ D(R) (see Theorem 3.2 (ii)). For this we fix ϕ ∈ D(R)
with support in [−a, a], k, n ∈ N and show that (1+x2)kT ∗b Λmϕ(x) is bounded. But
(1 + x2)k(T ∗b Λmϕ) is continuous, so it is sufficient to prove that, for all ψ ∈ D(R),

|
∫

R
(1 + x2)kψ(x)(T ∗b Λmϕ)(x)dµ(x)| ≤ const.||ψ||L1

µ(R).

We have

(1 + x2)kT ∗b Λmϕ(x) = (1 + x2)k〈Ty, τxΛmϕ(y)〉

= (1 + x2)k〈(1 + y2)k+pTy,
τxΛmϕ(y)
(1 + y2)k+p

〉,

where p is such that 1/(1+y2)p ∈ L1
µ(R). In the other hand (1+y2)k+pT is in B′(R),

so there are bounded even functions f1, . . . , fq such that (1+y2)k+pT =
q∑

j=1

dlj

dylj
(fj),

and then

(1 + x2)kT ∗b Λmϕ(x) = (1 + x2)k

q∑
j=1

∫
R
fj(y)

dlj

dylj

[ τxΛmϕ

(1 + y2)k+p

]
(y)dy.

By Leibnitz Formula (1 + x2)kT ∗b Λmϕ(x) is then a linear combination of terms of
the form

H(x) := (1 + x2)k

∫
R
fj(y)

ds

dys

[ 1
(1 + y2)k+p

] dr

dyr

[
τxΛmϕ

]
(y)dy,

where 1 ≤ j ≤ q and 0 ≤ s, r ≤ lj . Now to get the desired we have just to prove that

|
∫

R
H(x)ψ(x)dx| ≤ const.||ψ||L1

µ(R).
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Taking account the support of ϕ we assert that

|
∫

R
H(x)ψ(x)dx| ≤

∫
R

|fj(y)|
(1 + y2)p

∫ a+|y|

−a−|y|

(1 + x2)k

(1 + y2)k
| d

r

dyr

[
τxΛmϕ

]
(y)||ψ(x)|dxdµ(y)

Now, if we use the inequality

dr

dyr

[
τy(Λmϕ)(x)

]
| ≤ const. max

0≤s≤lj
||Λm+sϕ||∞,

and the fact that
(1 + x2)k

(1 + y2)k
is bounded for all (x, y) ∈ [−a − |y|, a + |y|] × R , we

obtain

|
∫

R
H(x)ψ(x)dx| ≤ const. max

0≤s≤lj
||Λm+sϕ||∞.||

1
(1 + y2)p

||L1
µ(R).||fj ||∞.||ψ||L1(R),

this implies the estimation.
For the converse we use the same technique with a few modification.
We note that the result of Corollary 3.1 is obtained by Betancor in [2] by other
methods.

Theorem 3.3. The mapping (S, T ) 7−→ S ∗d T , from O′C(R)× S′(R) to S′(R), is
hypocontinuous.

Proof. Let (S, T, ϕ) ∈ O′C(R)×S′(R)×D(R), we have to show that if two of those
elements stay bounded and the third tends to 0, then the quantity 〈Sx × Ty, τxϕ(y)〉
tends to 0. For example, if S tends to 0 in O′C(R) then for all l ∈ N, (1+x2)lSx tends
to 0 in B′d(R). If T stays bounded in S′(R) then there is k ∈ N such that Ty/(1+y2)k

belongs to B′d(R), and by Theorem 3.1, Ty = (1+ y2)k
∑q

j=1 Λljfjdµ where f1, . . . , fq

stay bounded on R. We choose p ∈ N such that 1/(1+x2)p−1 ∈ L1
µ(R) and l = k+2p,

in those conditions

〈Sx × Ty, τxϕ(y)〉 = 〈Sx, T ∗d ϕ(x)〉 = 〈(1 + x2)k+2pSx,
T ∗d ϕ(x)

(1 + x2)k+2p
〉.

To conclude we must prove that
T ∗d ϕ(x)

(1 + x2)k+2p
is bounded in DL1

µ(R)(R) uniformly in

T and ϕ when they stay respectively bounded in S′(R) and S(R). This is equivalent
to fined, for all integer m, a positive constant M independent of T and ϕ, such that

||Λm
[ T ∗d ϕ

(1 + x2)k+2p

]
||L1

µ(R) ≤M.

As before Λm
[ T ∗d ϕ

(1 + x2)k+2p

]
(x), is a linear combination of terms of the form

xε(T ∗d Λjϕ)∨
η

(x)
(1 + x2)k+2p+s

,

where ε, η, j, s are nonnegative integers such that 0 ≤ ε, η ≤ 1 and 0 ≤ j ≤ m. For
such a term

||x
ε(T ∗d Λjϕ)∨

η

(1 + x2)k+2p+s
||L1

µ(R) ≤
∫

R

1
(1 + x2)p−1

|| T ∗d Λjϕ

(1 + x2)k+p
||∞dµ(x),
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so it is sufficient to estimate || T ∗d Λjϕ

(1 + x2)k+p
||∞ uniformly on T and ϕ. For this we use

the fact that Ty = (1 + y2)k
∑q

j=1 Λljfjdµα to obtain

|T ∗d Λjϕ(x)|
(1 + x2)k+p

≤ 1
(1 + x2)k+p

q∑
j=1

∫
R
|fj(y)|.|Λlj

y

[
(1 + y2)kτxΛjϕ

]
(y)|dµ(y).

On the other hand Λlj
y

[
(1 + y2)kτxΛjϕ

]
(y) is a finite linear combination of terms of

the form yσ1(1 + y2)rτx(Λh+jϕ∨
σ2 )(y),where σ1, σ2, r, h are integers such that 0 ≤

σ1, σ2 ≤ 1, 0 ≤ r ≤ k and 0 ≤ h ≤ lj . If we denote

J :=
1

(1 + x2)k+p

∫
R
|fj(y)|.|yσ1(1 + y2)rτx(Λh+jϕ∨

σ2 )(y)|dµ(y),

then

J ≤
∫

R

|fj(y)|
(1 + y2)p−1

|| (1 + y2)k+p

(1 + x2)k+p
τx(Λh+jϕ∨

σ2 )(y)||∞,ydµ(y).

By Lemma 2.1 there is a positive constant C such that

|| (1 + y2)k+p

(1 + x2)k+p
τx(Λh+jϕ∨

σ2 )(y)||∞,y ≤ C||(1 + y2)k+pΛh+jϕ||∞,

thus

J ≤ const. sup
0≤n≤m+lj

||(1 + x2)k+pΛnϕ||∞.||fj ||∞.||
1

(1 + x2)p−1
||L1

µ(R),

and then

|| T ∗d Λjϕ

(1 + x2)k+p
||∞

≤ const.|| 1
(1 + x2)p−1

||L1
µ(R)

q∑
j=1

sup
0≤n≤m+lj

||(1 + x2)k+pΛnϕ||∞.||fj ||∞,

this is uniformly bounded in T, ϕ when they stay respectively bounded in S′(R) and
S(R).

As a consequence of Theorem 3.3 and the density of S(R) in O′C(R) and in S′(R) we
have

Corollary 3.2.
i) O′C(R) ∗d S(R) ⊂ S(R),
ii) O′C(R) ∗d O′C(R) ⊂ O′C(R).
iii) The Dunkl-convolution product of a finite number of distributions of S′(R),

all of which but one at most are in O′C(R), is associative and “commutative”.

As in the classical case, O′C(R) and OM (R) are related via Fd in the following
result.

Theorem 3.4. Fd is an isomorphism from O′C(R) onto OM (R), moreover
i) Fd and F−1

d are sequentially continuous.
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ii) Fd(S ∗d T ) = Fd(S).Fd(T ) for all S, T in O′C(R)× S′(R).
iii) Fd(f.T ) = Fd(f) ∗d Fd(T ) for all f, T in OM (R)× S′(R).

Proof. Let T ∈ O′C(R). For any positive integer p, we have to fined a polynomial P
and a bounded function g such that ΛpFd(T ) = Pg, this to prove that Fd(T ) ∈ OM (R).
ΛpFd(T ) = (i)pFd(xpT ), and xpT ∈ B′d(R) so, by Theorem 3.1, xpT =

∑q
j=1 Λljfjdµ

where f1, . . . , fq can be taken in L1
µ. Thus

ΛpFd(T ) = (i)p

q∑
j=1

Fd(Λljfj) =
q∑

j=1

(i)p+ljxlj Fd(fj).

If k = max
1≤j≤q

lj , then

ΛpFd(T ) = (1 + x2)k

q∑
j=1

(i)p+lj
xlj

(1 + x2)k
Fd(fj),

and
q∑

j=1

(i)p+lj
xlj

(1 + x2)k
Fd(fj) is a bounded function since f1, . . . , fq are in L1

µ.

Let f ∈ OM (R) and consider the distribution Fd(f). We have to show that for
any positive integer k, (1+x2)kFd(f) ∈ B′d(R). Since (1+x2)kFd(f) = Fd((1−Λ2)kf)
and f ∈ OM (R), then there are (k + 1) polynomials P0, . . . , Pk and (k + 1) functions
g0, . . . , gk in L1

µ, such that (1− Λ2)kf =
∑k

j=0 Pj .gj , this implies that

(1 + x2)kFd(f) =
k∑

j=0

Pj(iΛ)Fd(gj),

to conclude we note that Fd(gj) are bounded because gj ∈ L1
µ.

For the rest of the proof it is sufficient to show i), because the formulas in ii) and iii)
are true for f, S, T in S(R) which is dense respectively in O′C(R), S′(R) and OM (R).
So, let (fn)n be a sequence in OM (R) converging to 0. To prove that (Fd(fn))n tends
to 0 in O′C(R), we must show that for all k ∈ N and for all ϕ ∈ D(R) staying bounded
in DL1

µ(R)(R), the sequence 〈(1 + x2)kFd(fn), ϕ〉 tends to 0 uniformly on ϕ. We have

〈(1 + x2)kFd(fn), ϕ〉 = 〈Fd((1− Λ2)kfn), ϕ〉 =
k∑

j=0

aj〈Λ2jfn,Fd(ϕ)〉,

here the aj ’s appears in the development of (1 − Λ2)k. Now by the definition of the
convergence in OM (R), see Proposition 3.1, there is a positive integer mk such that

|| Λ2jfn

(1 + x2)mk
||∞ tends to 0 for 0 ≤ j ≤ k. We choose p ∈ N such that 1/(1 + x2)p

belongs to L1
µ(R), then

|〈(1 + x2)kFd(fn), ϕ〉| ≤
k∑

j=0

|aj |.|〈
Λ2jfn

(1 + x2)mk+p
, (1 + x2)mk+pFd(ϕ)〉|,

and finally

|〈(1 + x2)kFd(fn), ϕ〉| ≤ || 1
(1 + x2)p

||L1
µ

k∑
j=0

|aj |.||
Λ2jfn

(1 + x2)mk
||∞.||(1− Λ2)mk+pϕ||L1

µ
.



HYPOELLIPTIC DUNKL-CONVOLUTION EQUATIONS IN S′(R) 401

Conversely, let (Tn)n in O′C(R) converging to 0. We have to show that for all k ∈ N
and all f staying bounded in S(R), the quantity ||f.ΛkFd(Tn)||∞ tends to 0 uniformly
on those f . Let g = F−1

d f then g stays bounded in S(R) as f , and we have

||f.ΛkFd(Tn)||∞ = ||f.Fd((ix)kTn)||∞ = ||Fd

[
(ix)kTn ∗d g

]
||∞ ≤ ||xkTn ∗d g||L1

µ
.

In the other hand, if p ∈ N is chosen such that D = ||1/(1 + y2)p||L1
µ

is finite, then

||xkTn∗dg||L1
µ
≤ D.||(1+y2)p〈xkTn, τyg〉||∞ ≤ D.||〈(1+x2)2pxkTn,

(1 + y2)p

(1 + x2)2p
τyg〉||∞.

Now (1 + x2)2pxkTn tends to 0 in B′d(R), so it is sufficient to show that the family

{ (1 + y2)p

(1 + x2)2p
τyg; y ∈ R},

stays bounded in DL1
µ(R)(R) when f stays bounded in S(R). For this we just apply

Remark 2.1 and Lemma 2.1 with the above methods.

4. Hypoelliptic Dunkl-convolution equations. In this section we are going
to study Hypoelliptic Dunkl-convolution equations. To expose the problem we need
the space E(S′(R)) of functions f ∈ C∞(R) ∩ S′(R) such that, for all S ∈ O′C(R),
S ∗ f ∈ C∞(R) and the mapping S 7−→ S ∗ f ∈ C∞(R) from O′C(R) to C∞(R) is
continuous. In [8], E(S′(R)) is identified to OC(R) the space of very slowly increasing
C∞-functions, which is the dual of O′C(R). In other words f ∈ E(S′(R)) if and only
if there is a constant ρ such that for all n ∈ N, f (n) = O(|x|ρ), as |x| → ∞. By
Proposition 2.1, this is equivalent to Λnf = O(|x|ρ) , as |x| → ∞. Moreover we have

Proposition 4.1.
i) For all f ∈ E(S′(R)) and all a ∈ R, τaf stays in E(S′(R)).
ii) f ∈ E(S′(R)) if and only if, for all S ∈ O′C(R), S ∗d f ∈ C∞(R), and the mapping
S 7−→ S ∗d f from O′C(R) to C∞(R) is continuous.
iii) For all f ∈ E(S′(R)) and S ∈ O′C(R), S ∗d f belongs to E(S′(R)).

Proof. To prove this result, we note that
i) is immediate from Lemma 2.1 and Proposition 2.1.
ii) is a consequence of i) and the fact that S ∗d f(x) = 〈S, τxf〉 = S ∗ τxf(0).
iii) Let f ∈ E(S′(R)) and S ∈ O′C(R), then S ∗d f ∈ C∞(R) ∩ S′(R). Moreover if
T ∈ O′C(R) then, by Corollary 3.2, T ∗d (S ∗d f) = (T ∗d S)∗d f and (T ∗d S) ∈ O′C(R),
so T 7−→ T ∗d (S ∗d f) is continuous and then S ∗d f ∈ E(S′(R)).

We consider now the Dunkl-convolution equation

S ∗d U = F, (4.1)

where S ∈ O′C(R) and U,F ∈ S′(R). This equation is well defined for fixed S, F and
we say

Definition 4.1. The Dunkl-convolution equation 4.1 is said to be hypoelliptic in
S′(R), if all solutions U ∈ S′(R) are in Ed(S′(R)), when F is in Ed(S′(R)). In this
case, we say also that S is hypoelliptic.

The mean result here is to characterize hypoelliptic distributions S ∈ O′C(R) as
was made by Zieleźny in [20] in the case of the classical convolution on Rd. For this
we need the following lemma
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Lemma 4.1. Let (ξn)n≥1 be a real sequence such that

|ξn+1| > 2|ξn| > 2n+1,

and (an)n≥1 a complex sequence satisfying

an = O(|ξn|ρ),

for some real ρ. The series
∑

n≥1 anδξn
converges in S′(R) and can be written as

Fd(T ). Then T belongs to Ed(S′(R)) if and only if

an = o(|ξn|k),

for every positive integer k.

Proof. The series
∑

n≥1 anδξn
converges trivially in S′(R) and we have

Tx =
∑
n≥1

anE(x, iξn).

Suppose that an = o(|ξn|k), then
∑

n≥1 anE(x, iξn) converges uniformly on R together
with all its term-by-term derivatives, so T is a C∞ function. Moreover, T ∈ B(R)
because |E(x, iξn)| ≤ 1 and an = o(|ξn|k), consequently T ∈ Ed(S′(R)).
Conversely, if T belongs to Ed(S′(R)) then Λp(T ).ϕ ∈ S(R) for all ϕ ∈ S(R) and p ∈ N
and so Fd

[
Λp(T ).ϕ

]
∈ S(R), which implies that[
xpFd(T ) ∗d Fd(ϕ)

]
(t) −→ 0 as |t| −→ +∞.

This means that ∑
n≥1

anξ
p
nτt

[
Fd(ϕ)

]
(ξn) −→ 0 as |t| −→ +∞. (4.2)

Now suppose that for all positive integer k, the condition an = o(|ξn|k) is not satisfied,
then one can found q ∈ N, r > 0 and a subsequence of (an)n (which can be taken the
whole (an)n with a few modification), such that |ξq

nan| ≥ r for all n.
Let ϕ such that Fd(ϕ) is a positive even function in D(R), with support in [−1, 1] and
Fd(ϕ) ≥ 1 on [−1/2, 1/2]. If we note that ||ξn|− |ξm|| > 1 for m 6= n, then by Lemma
2.2 there is a constant C > 0 such that,

τξm
(ϕ)(ξm) ≥ C/|ξm|2α+1 and τξm

(ϕ)(ξn) = 0 for n 6= m.

And for t = ξm and p ≥ q + (2α+ 1) we have

|
∑
n≥1

anξ
p
nτξm

[
Fd(ϕ)

]
(ξn)| = |am|.|ξp

m|.|τξm
(ϕ)(ξm)| ≥ rC,

which cannot tend to 0 as m tends to +∞ and then contradicts (4.2).

Theorem 4.1. A distribution S ∈ O′C(R) is hypoelliptic if and only if there are
constants ρ and A such that Fd(S) satisfies

|Fd(S)(ξ)| ≥ |ξ|ρ for ξ ∈ R, |ξ| ≥ A. (4.3)
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Proof. If condition (4.3) of the theorem is not satisfied then there is a sequence
(ξn)n≥1, as in Lemma 4.1 such that

|Fd(S)(ξn)| ≤ |ξn|−(n+1), for n ≥ 1. (4.4)

By Lemma 4.1 the series
∑

n≥1 δξn
converges in S′(R) to a distribution denoted by

Fd(U) such that U ∈ S′(R) and is not in Ed(S′(R)). Now

Fd(S ∗d U) = Fd(S).Fd(U) =
∑
n≥1

Fd(S)(ξn)δξn
,

so, by inequality (4.4) and Lemma 4.1, S ∗d U belongs to Ed(S′(R)) and contradicts
the hypoellipticity of S.
For the converse we need the following construction. Let A be the constant in the
hypothesis and take ψ ∈ D(R) such that, ψ ≡ 1 on [−A,A] and supp(ψ) ⊂ [−A −
1, A+ 1]. Define the distribution H by

Fd(H)(ξ) =

 0 for |ξ| ≤ A,
1− ψ(ξ)
Fd(S)(ξ)

for |ξ| > A,

the facts that Fd(S) ∈ OM (R) and verifies the condition (4.3) imply trivially that
Fd(H) ∈ OM (R) and then H is in O′C(R), moreover

Fd(S ∗d H)(ξ) = Fd(S)(ξ)Fd(H)(ξ) = 1− ψ(ξ).

The inverse Dunkl transform gives

S ∗d H = δ0 − F−1
d (ψ),

so if U ∈ S′(R) is a solution of the equation

S ∗d U = F,

where F ∈ Ed(S′(R)), then

U = U ∗d δ0 = U ∗d (S ∗d H) + U ∗d F−1
d (ψ) = F ∗d H + U ∗d F−1

d (ψ).

To conclude we use Proposition 4.1 to say that F ∗d H is in E(S′(R)). On the other
hand U ∗d Fd(ψ) can be written as Fd(Fd(U).ψ) i.e the Fourier-Dunkl transform of a
distribution of compact support, so by Paley-Weiner theorem (see [17]), U ∗d Fd(ψ) is
an entire function slowly increasing of exponential type and then belongs to E(S′(R)).
Thus U ∈ E(S′(R)) and S is hypoelliptic.
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