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Abstract

We consider homomorphisn® : G; — G2 of holomorphic (group or pseudo-
group) actiong7; and G, on domains?; and (2, respectively inC, together with
meromorphic functiong that are compatible with these homomorphisms in the sense
that

for everyg € G, andz € Q. Such situations are rooted in the cases of elliptic

and modular functions, modular and automorphic forms, etc... We investigate various
aspects of such cases, such as constructions and correspondences between families
of functions compatible with different homomorphisms, that transform one family of
functions compatible with one homomorphism to another one compatible with a dif-
ferent homomorphism.
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1 Introduction

Consider two holomorphic group actioris; on a domairf2; andGs on a domairf, in C,

i.e. where7; is a group withy : 2; — Q4 a holomorphic function of for everyg € Gy,

and similarly forG, on 2,. The question of having meromorphic functions define€n
with values in{), that are compatible with some homomorphigm: G; — G, in the
sense of establishing commutative diagrams of the form

g

9 9
|
Ty ™
Vg € G1, and thus having
flg(r)) = H(g)(f(7)) 1)

for everyg € G and everyr € (21, can be an immensely fruitful question in many situa-
tions of specific homomorphisng : G; — G-, whereGG; andG» act holomorphically
on domaing?; and{, respectively.

The case of functiong (such as elliptic functionspvariantunder a group actioty;
acting holomorphically on a domafyy, C C, i.e. wheref(g(7)) = f(7),V1 € Qq, present
important cases whei@, (on €2,) is the trivial group with only the identity element, and
the homomorphisntl : G; — G2 being the trivial homomorphism.

The elliptic functions onC are those meromorphic functions compatible with trivial
group homomorphisms on the group actions@roffered by latticesL. = nql; + nals,
whereny,ny € Z andl; andi, are two complex numbers with /l; not real. The corre-
sponding (commutative) group actiehon C of a latticeL is by g;(7) = 7 + [ for every
TeCandevery € L.

The modular functions on the upper half-plafleof C, are those functions that are
compatible with trivial group homomorphisms on the group action offered by the group

M of all 2 x 2 matricesm = < Z Z > with integer entries andet(m) = 1. The

corresponding group actio on H is given byg,,(7) = %‘l for everym € M and
T€H.

Examples of meromorphic functions @ compatible with non-trivial group homomor-
phisms are offered by functions that commute with the elements of the same group action
G (see [5]), i.e. wherg(V (1)) = V(f(7)) for everyV € G, in which caseH is the
identity homomorphisn? : Gy — G1. In [5], and starting from an automorphic form

f of weightr for a function groug’ = {‘”“’ : ( Z’ b € I' ; associated with an infi-

ct+d - d
nite groupl” of complex2 x 2 matrices, a functiod” commuting with all elements of the
function groupl” is constructed via

+ T (2)
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Cases of compatibility of a meromorphic functign: 2; — €, with a homeomor-
phismH : G; — G2 of two monoidsG; and G4 of holomorphic functions, where the
elements of7; are self-maps of a domain, and those of7, are self-maps of another do-
main 25, and which don't necessarily define proper monoid-actions on eith@g of €2,
(with regard to the compatibility of the binary operationfy or G2 with the "action” on
the given domains) but only "act” on them by some operation, this compatibility can take
a meaning different from that represented by the commutative diagrawngbositionsn
(A) as follows. If one lets: denote the binary operations bothGh andG-2, and one de-
notes by[-] the "actions” ofG; andG5 on 2; and(2, respectively (e.gg[z] = g(z) + z or
glz] = g(z) - z or g[z] = g(2), etc..., wherdg, x g1 )[z] may not necessarily be the same as
g2[91[z]], and this is where the action is onlypaeudo-monoidaction), then one can have
the compatibility of a meromorphic functiof: Q; — Qs with H : G; — G5 given in
the form

fglz]) = H(g)lf ()], ®3)

leading to

f((g1 % g2)[2]) = H(g1 * g2)[f(2)] = (H(g1) * H(g2))[f(2)], (4)

for everygi, g2 € Gy, which is not necessarily the samefd$g;)[H (g2))[f(2)]]. In such
general cases it is obvious that we get proper group actions as special casearai(2;
if all operations considered are composition operations.

Modular and automorphic forms ([2],[3],[4]) are indeed compatible with homomor-
phisms of group actions as described above. For these cases one considerslaafroup

2 x 2 matrices( Z of determinant 1, with composition as binary operation (and

b
d
forming possibly a function group) and with corresponding group aciipon C given by

Vir) = g:ig, whereV € GG; corresponds t(( Z Z > € I". While G2 is a mutiplicative

group of functions with multiplication as binary operation, and acting multiplicativly on the
points inC, with the (pseudo) homomorphisk : G; — G4 on C given by a power of
the (first) derivative operator multiplied by a group homomorphism itiéiplier system
denoted by as below. This is given by:

V() =v(V)(er +d)" f(7), (5)

wherev : T' — C(0,1), with C(0,1) = ¢ : 0 < § < 2, is a group homomorphism
called the multiplier system fdr. For these cases one has tiigtV; « V2)[r]) = f((Vi o
V2)(7)), while

HWVi+W)[f(1)] = v(VioVa)((Vio Vo) (7)) /2 f (1)
= v(V)o(Va) (V] (Va(7))) " 2(V3 ()" f (1), (6)

where’ denotes derivative with respecttpand keeping in mind that’(7) = (er +d) 2.
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It has to be mentioned, in connection with the previous example and with eq. (5), that
(as will be derived in sec. 2) a homomorphidih: G; — G2 of group actions orC
that satisfies eq. (3) for functiony§ where the binary operation i&; is composition of
functions, and where the action @his by composition on:, and where the action of the
elements o7 on C is by multiplication, must be such that it is a derivative operator on
the elements of7; followed by some group homomorphism 6f into C (with values
dependent only on the elementsif and not onr € C).

In this paper we discuss cases of meromorphic functions (together with some of their
properties) that are compatible as above with specific homomorphisms of holomorphic
group actions orC. In section 2 we consider correspondences between collections of
functions where each collection consists of functions compatible with a different homo-
morphism of group actions as above. Thus we consider the establishment of functions
compatible with one homomorphism from other functions that are compatible with dif-
ferent homomorphisms. While in section 3 we consider further constructions related to
subgroupqd” of finite index of the inhomogeneous modular group with the corresponding
action onC by linear fractional transformations.

2 Correspondences between Families of Functions Compatible
with Different Actions

In this section, correspondences between sets of functions compatible with different homo-
morphisms of group actions ad will be given. We shall be interested with some specific
constructions of certain functions associated with these actions, and with some general con-
siderations associated with the compatibility question between meromorphic functions and
group actions as mentioned above.

We first start with the following. In [5], Theorem 1, an interesting mapgingom
one setF of meromorphic functions compatible with one homomorphi8m G; — G,
into another sef of meromorphic functions compatible with another homomorphism
G35 — G4 was introduced. For that caég was any function group (i.e. a group of linear
fractional transformation¥” with an invariant domain whose boundary consists of limit
points of the action of this group of) with H(V') = v(V)(dV/dz)~"/?, wherev : G| —
' is a group homomorphism into the multiplicative grotip where0 < 6 < 2, called
a multiplier system, i.e. wherg(V (7)) = v(V)(er + d)" f(7). The other homomorphism
H is the identity morphism front; to G;. This mapping

EF — F, (7

thus estalishes a correspondence between & sétautomorphic forms and the st of
functions that commute with all the elements of the function grGypFor f € F, £(f) is
given by F'(7) as in (2) above.

In the next theorem, we establish a partial converse to Theorem 1 in [5] in the sense
that given a meromorphic functioh that commutes with all elements in a function group
G1, then one can construct (frofi) a meromorphic functiorf that satisfiesf (V (7)) =
v(V)(er + d)" f() only for a subgroupi; of G4, and for a specific multiplier system
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(i.e. a homomorphism) : G; — C (whereC is considered as a multiplicative monoid).
This establishes a correspondence between th& sétall functions compatible with the
identity morphism orG; and the sef of functions that are compatible with the "pseudo”
homomorphismi : G; — Gs given by a power of the first derivative multiplied by a
multiplier system.

We shall need the following proposition, with regard to a certain gro@pf matrices.

Proposition 1.

1. The sek of all 2 x 2 matrices z Z with non-zero determinant such that every

element (inX) satisfiesa + ¢ = b + d (or every element satisfies+ b = ¢ + d,
ofra—c=0b-—4d,0ora—b=c— d)forms a group under the operations of matrix
multiplication.

2. If for everyV € 3 one defines (V) to be
’U(V) =a+c, (8)

(or, respectively as above(V) = a + b, orv(V) =a — ¢, orv(V) = a — b) then
v : % — C defines a multiplier system fat (i.e. a group homomorphism where
v(Vo V') =v(V)u(V)).

3. The matrices it L(2, Z) that satisfya + ¢ = b + d are precisely those that satisfy
a+c=1withb =a—1andd = ¢+ 1, or satisfya + c = —1 withb =a + 1 and
d = ¢ — 1. Thus for any such matriX in SL(2,Z), one has that(V') = +1.

/ /
Proof. If V = < Z Z ) andV' = < Z’ Z, > witha+c=b+dandd + =b +d
then
;[ ad +bcd ab +bd
VoVi= < ca' +dcd cb +dd ©)
giving, on the one hand, that
(ad' +bd) + (ca' +dd) =d'(a+c)+(b+d) = (a+c)(d + ) (10)

(using thata + ¢ = b + d), and on the other that

(ab' +bd' )+ (cb +dd) =V(a+c)+d(b+d) = (a+c)(d + ) (11)
(using the above equalities). Thus multiplication is a binary operation.ofhe identity
matrix belongs td:, and multiplicative inverse% ( 7? _Z > satisfy the same con-

dition and hence also belong ¥a This proves part 1, while part 2 follows immmediately
from the fact thab(V o V') = (ad’ +bc') + (cd’ + dc’) = (a + ¢)(a' + ) = v(V)v(V').
For part 3, withd = a + ¢ — b andad — bc = 1, one has that
ad —bc=ala+c—>b) —bc=(a—b)(a+c)=1,

giving that (with all entries integers) either ¢ = 1 anda — b = 1, and consequently that
d=c+1,0ra+c=—1anda — b = —1, and consequently thdt= ¢ — 1. O
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The Theorem is now as follows.

Theorem 1. Let F be the family of meromorphic functiors that commute with all the
elements of a function grou@;. Then there exists a correspondence between th& set
and the sefF of meromorphic functions (that can be called "pseudo-automorphic forms”)
compatible withH (V') = v(V)(cz + d)* whereV belongs to the subgroup ¢f; in £ (X

as in the proposition above), i.8/ € G; N %, and wherev(V) = W The mapping
¢ : F — Fisgiven by
[ Fl(z) \M?
0= (Fmem) "

Proof. We only need to prove the result for the case whiere- 2, and only when the
denominator i F(z) + 1)? as the other case witfF(z) — 1)? is exactly similar. For
V(z) = “Z“’ , and knowing tha#' (V' (z)) = V(F(z)), one first has that

_aF(2)+b
F(V(z) = m, (13)
and second that
(F(V(2)) = F(V(2)V'(2) = VI(F(2)) F'(2), (14)
giving that (withV’(2) = (cz +d)~2?)
, B (cz +d)%*F'(z)
F'(V(2)) = P 1 d)? (15)
Thusé(F)(V (z)) is now given by
F'(V(2))
f(F)(V(Z)) ( ( (z)) + 1)2
2/
(cz + d)*F'(2)/(cF (=) + d)? 16)

[(aF(2) +0)/(cF(2) +d) +1]?
(cz+ d)?F'(2)
(aF(2) +b)2+2(aF(2) + b)(cF(2) +d) + (cF(z) + d)?
(cz+ d)?F'(z2)
(a® 4 2ac+ ) F?(z) + 2(ab + ad + cb + c¢d)F(z) + (b* + 2bd + d?)

Thus we have

(cz+ d)?F'(z2)
(a+0)2F%(2)+2(a+c)(b+d)F(z) + (b+ d)?
(cz +d)*F'(2)

T (@t )FE) + b+ A 17)

Now for the case wher¥ satisfies: + ¢ = b + d, one finally obtains that

§R(V(z) =
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(cz4+d)?  F'(z)  (cz+d)? (F)
(a+c)? (F(z)+1)*  (a+c)?
= o(V)(cz + d)*¢(F), (18)

and the result follows. O

Next, is about Lemma 1 below, and we start by considering the equation

f(glz]) = H(g)[f(2)] (19)

for some cases of groups of "action&; and G» on C, and then identifying the corre-
sponding homomorphism& that have to be satisfied in such cases so that this equation
is satisfied. The first case is when the graup of functions acts in the obvious way of
composition, i.e. by[z] = g(z) for everyg € G, in which case; offers a (proper)
group action orC. While we take the action a7y on C to be defined by multiplication,

i.e. byhlz] = h(z)z, which offers a pseudo-group action @ Thus we would need

H : G; — G5 to satisfy an equation of the form

f(g(2)) = H(g(2))f(2), (20)
with
H(g2(91(2))) = H(g2(2))H(g1(2)). (21)

For this cased would have to satisfy the consistency relation arising from the following:
On the one hand one has that

f(92(91(2))) = H(g92(91(2))) f(2) = H(g2(2)) H(91(2)) f(2), (22)

and on the other one has that

f(92(91(2))) = H(g2)(91(2))H(g1(2)) f(2)- (23)

Thus H would have to satisfy the consistency relation

H(g2(91))(2) = H(g2)(91(2)) H (91(2)), (24)

and this implies thatl has got to be a derivative operator, etfj.g) = dg/dz, leading to

fg(2)) = 4'(2) £ (2). (25)

Other possible candidates féf are all related to the derivative operator, suchHdg) =
(dg/dz)¥, wherek € Z is any integer.
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For other cases of group actions of interest, one finds the following=, Ifcts by
composition onC as above, andr; is an additive group of functions acting & by ad-
dition, i.e. byh[z] = h(z) + z, then it turns out (as was done in the previous case) that

H(g(2)) =1In(¢'(2)), giving that

f(g(2)) = In(g'(2)) + f(2)- (26)

While if G is an additive group of functions that acts additively (i.egby} = g(z)+z) on
C, with G4 a multiplicative group of functions acting multiplicatively @, then H would
have to satisfy (g(z)) = e9(*), giving that

flg(z)) = e P f(2). (27)

Similarly if both groupsG; and G4, are additive groups of functions acting additively on
C, thenH : G; — G, can be any linear operator, for instanBecan be of the form
H(g(2)) = kg(z) (wherek is any constant), off (¢(z)) = d"g(z)/dz", or H(g(z)) can
be given by the antiderivative gf etc... leading to situations where

d?’L

9(2) + f(2), ete... (28)

Flo(z)+2) = kg(e) + f(2), or flg(z)+2) = =L

Lemma 1. a) Let G; = {az + b} be an additive group of complex linear polynomials
that act additively onC (i.e. ifp € Gy, thenp[z] = p(z) + 2 = (a+ 1)z + b). LetF

be the set of all meromorphic functiofiompatible with the group morphishki given by
H(p(z)) = p'(2) and acting additively oi€. Then there exists a correspondegdeetween
the setF and the sefF of all meromorphic functions that commute with all the elements in
Gs = {(a + 1)z + b} (i.e. that are compatible with the identity group morphismy),
given by

f'(2)

€NE) = i

+ z. (29)

b) LetG; = {az?} be an additive group of quadratic polynomials that act additively on
C. LetF be the set of all meromorphic functiofiscompatible with the group morphism
H given byH (p(z)) = ¢’*) and acting multiplicatively orC. Then there exists a corre-
spondencé between the sef and the setF of all meromorphic functiong” that satisfy
F(g(2)) = ¢'(2)F(z), whereg(z) = p(z) + z = az% + z (p € G1). This mapping is given
by

(30)

Proof. a) f(p[z]) = H(p(2))[f(2)] gives that

fp(z) +2) =p'(2) + f(z) = a+ f(2), (31)
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i.e.thatf((a+ 1)z +b) =a+ f(z2). Let

9(z) =p(z)+z=(a+ 1)z +b,

then
(f(9(2))) = (a+ f(2)) = f'(2).
But
(f(9(2)))" = f'(9(2))d'(2) = f'(g(2))(a +1).
Hence

We also have that

which is also equal to

(f'(9(2)).9'(2)) = f"(9(2)) 9*(2) + ['(9(2))g" ().

And sinceg” (z) = 0, this gives that

f'(z) = f(9(2)(a +1)?

and hence that

Thus

which establishes patit

b) We have

which gives that
(f(p(2) + 2))' = 202" f(2) + e

i.e. that

2

F(p(2) + 2) = [2a2¢ f(2) + % f(2)]/(2a2 + 1).

(32)

(33)

(34)

(35)

(36)

(37)

(38)

(39)

(40)

(41)

(42)

(43)
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Thus, forg(z) = p(z) + 2z = az? + 2

ea22+z
6D = G ) T e ez + 1) — e 1)
= (2az+1) ) = (o) (44)
= ), “9
which proves parb. -

3 Constructions Associated with Subgroups of the Inhomoge-
neous Modular Group

In this section we consider, by straightforward analysis and discussions, constructions re-
lated to subgroups of finite index of the inhomogeneous modular group. The analysis could
have been done by considering more general and powerful techniques, but we restrict our-
selves to more elementary discussions.

Let ' be such a subgroup, and [Etbe the corresponding group of linear fractional
transformations. Leff : ' — M be a group homomorphism whefé is a group of
linear fractional transformations associated with a grdfipf 2 x 2 complex matrices. We
will assume thaker(H) is a finite index subgroup df (and thus is also of finite index in
the inhomogenous modular group), and thét, Mo, - - - , M,, are the images id/ under
H of the cosetgker(H)];, ¢ = 1,---,n, of ker(H) (where[ker(H)]; = ker(H), and
My =ldentity).

In this section, and starting from modular formof weight » for ker(H), we seek
functions that behave like

f(V(2)) = H(V)(f(2)), WV eT, (46)

or as close as possible to this equation, e.g. up to multiplicative factors (dependent only on
V) of H(V)(f(2)). In particular these functiong will be modular functions foker(H ),

i.e. f(V(2)) = f(z) for everyV € ker(H) C T, and behave (i.e. transform) similarly
under the elements i up to membership in the same coset&ef(H).

The extreme cases for this problem are already establishét: If — M is such that
ker(H) = T', andf is a modular form of weight for ker(H) = T', then this gives the case
wheref(V(z)) = f(z) leading to modular functiong. And the case wher& : I' — T
is an isomorphism (even thoudhr( H) may not be of finite index here) gives functiofis
satisfyingf(V (z)) = V(f(z)) and thus commuting with all elementsih as constructed
in [5].

We consider other (in-between) cases. We start with the following.

Lemma 2. LetH : I — M (be an epimorphisirwhere

Mz{(é ?),(? _é>}modulo{l,—l}(andI:<(1) ?)).If



126 R. Maalouf and W. Raji

o= S ML) (47)

Teker(H)

is a modular form of weight for ker(H ), whereur(z) = (cz+d) 2" for T = < Z Z ) €

I and satisfiegirs(z) = ur(S(2))us(z), andh is a holomorphic function, then

et W) (o
) = e, ) s~ a2 () (48)

(whereL € I'is any elementifker(H )]2) is @ meromorphic function that satisfig6l (z)) =
H(V)(f(z)) foreveryV €T, i.e. satisfies

J(V(2) = f(2) WV € [ker(H)];, and f(V(Z))=% W € [ker(H)]y (49)

(where—1/£(2) = Ma(f(2)) with M, — ( ; _é )).

Proof. ForV € ker(H),

fV(z) =i

(2 9(2’)Z (50)

whereL’ = LV € [ker(H)], also satisfiegker(H)]1 L' = [ker(H)]2, and thusf(V (z)) =
f(2). While forV € [ker(H)]a,

FVE) =
9(V(2) -

where nowl’ = LV € ker(H), and thugy(L'(z)) = pr(2)g(z). Hence

(V) /mv(2) _ 1 L e

_9V(z)
fV(2) =i=—"5 i9(2)/(gV() /v (2) ~ (&)

The result follows. O
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The next lemma illustrates another aspect of the problemHLel’ — M be a group
morphism and assume thatz) = > ey () M(T(2))/1r(2) is @a modular form of weight
r for ker(H). We assume thater(H) is of finite index in" and that{L;},i = 1,--- ,n,
form a set of coset representativesifer(# ) in I'. For this case we will denote by}, or
simply by{i} whenever: is known, the sum whose value at a poiris given by

{itn(z) = > MSE) 9 WLilz) g iy 93,4, (53)

Sefker(H)]; ps(2) pr(2)

Note that it does not matter which coset representativesve have chosen, and that
{1}1(2) = g(2) since forL; we have thay(Li(z)) = ur, (2)g(2).

Lemma 3. LetH : I' — M (be an epimorphisirwhere

M:{(é (1)>,<(1) (1)>’((1) _3)),((1) _?)}modulo{],—]}(and[is

the identity. If
go)= 3 MIC) (54)

Teker(H)

(ur(2) = (ez + d)~%) is a modular form of weight for ker(H ), then

1. There does not exist any general linear fractional form

f(2) = a{l} + b{2} + {3} + d{4}

e{1} + f{2} + 9{3} + h{4}
(wherea, b, - - - h € C) that satisfiesf(V(z)) = H(V)(f(z)) for everyV € I'. (In
fact we would conjecture that there does not exist any meromorphic funtsach

that f(V(2)) = H(V)(f(2)).)

2. There exists a linear fractional form

(55)

A
1) =i (56)

and a multiplier system given by
v(V) =det(H(V)), (57)
such that

fV(2)) =o(V)H(V)(f(2)) = det(H(V))H(V)(f(2)) VYV el.  (58)

Proof. 1) We do this part by straightforward elementary analysis although it can be done
by other techniques. We first start by considedny(V'(z)) for alli = 1,2, 3,4 and for all
4 cosetgker(H)|; whereV can exist. FolV € [ker(H)];, we have that

{i}(V(2)) = pv(2){i} Vi=1,2,3,4. (59)
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While for V' € [ker(H)]2 we have that

{1}(V(2)) = nv(2){2}, {2}(V(2)) = nv(2){1}, (60)
and

BHV(2) = nv(2){4} {4} (V(2)) = pv(2){3}- (61)

ForV € [ker(H)]; we have that

{1}(V(2)) = wv(2){3},  {2}(V(2)) = v (2){4}, (62)
and

{81V (2)) = wv(2){1},  {4}(V(2)) = pv(2){2}. (63)

While for V' € [ker(H )], we have that

{1}(V(2)) = nv(2){4}, {2}(V(2)) = nv(2){3}, (64)
and

{81(V(2)) = mv(2){2},  {4}(V(2)) = mv(2){1}. (65)

Now assume that (indeed)V (z)) = H(V)(f(z)) for everyV € I'. Then ForV ¢
[ker(H)]; we (indeed) have that

_of1} b2+ ef3) rafa) o .
f(V(z)) = (1} + 712 + (3} + h{d) = f(z) = H(V)(f(2)). (66)
While for V' € [ker(H )]z, and requiring thaf (V (z)) = H(V)(f(2)) = ﬁ we find that
Caf2y + {1} + {4} + a{3}  e{1} + f{2} +9{3} + h{4}
TV = oy v Ay o0y + 13}~ oy + b2+ o3} v atay O
And for V' € [ker(H )]s, and requiring thaf (V' (z)) = H(V)(f(z)) = —ﬁ we get that
FV () = a{3} +0{4} + {1} +d{2} _  ef1} + f{2} +g{3} + h{4} (68)

CeBhH A Ho{lh + {2} a{1} +b{2} + {3} +d{a}

And finally for V' € [ker(H)]4, and requiring thaf (V(z)) = H(V)(f(z)) = —f(z) we
find that
FV(2) = a{d} +0{3} + {2} +d{1}  a{1} +b{2} + {3} + d{4}
e{d} + {3} +g{2} + h{1} {1} + f{2} +9{3} + A{4}

Since at least one af, b, ¢, d is not zero, we will assume that# 0 and (by dividing
a,--- ,hbya if necessary to normalize these coefficients) we will assumesthal. Now

(69)
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in the set of new coefficients b, - - - , h, and from (67), at least one ef f, g, h is not zero,
and we can assume that (for exampfey 0. Thus we find (from 67, and keeping in mind
that this equation must be satisfied for gllithatd = ¢/ f, and thatf = 1/f giving that
f?=1,i.e. f = +1. We also conclude thatandg are either both zero or both not zero.

Assume that! andg are both not zero. Then from (68), (keeping- 1 and dividing by
g on the right hand side) we find (among other things) that —1/¢ giving ¢°> = —1, i.e.

g = +i. Now from (69), and after dividing the right hand side dwve find thatd = 1/d
givingd? = 1,i.e.d = 1. Butifd = g/f andf = +1, then it cannot be that = +1 and
g = *i. Thusd andg must both be zero.

For this case wheré = g = 0, one finds (e.g. from ()) thgt must be zero contradicting
that f = +1. Thus there does not exist a linear fractional form (as in (56)) to satisfy
f(V(z)) =H(V)(f(=)) for everyV e I'. This proves part 1.

2) ForV € [ker(H)]; withdet(H(V)) =1,

FV(E)) =i o) = 1) = desl HV)HV)(£(), (70)

ForV € [ker(H )]z with det(H(V)) = —1,

FV(:)) = i) — s e HODEO ). (7

ForV € [ker(H)]s with det(H(V)) = 1,

FV(E) =i 8 =~ =V HFE). (72

Finally for V' € [ker(H)]4 with det(H(V)) = —1,

FV() = i) = f6) = aetHODHONG ). (9

This proves part 2. Ol

As was done in the first part of the previous Lemma, one can similarly show that there
does not exist a quadratic fractional form

fe) = > = ai (i}
Yoy bi{iHi}
that satisfies (V' (z)) = H(V)(f(z)) for everyV € I'. We thus conjecture that there does
not exist any meromorphic fucntighthat satisfies this requirement for this particular case.
Given the above discussions, we can pause the following possibilityl’ beta sub-
group of finite index of the inhomogeneous modular group, Withe corresponding group
of linear fractional transformations, and & be the group oR x 2 complex matrices
having determinant of modulus 1, with/ the corresponding group of linear fractional
transformation. Then for every group morphigin: I' — M, with Ker(H) of finite
index inT, there exists a meromorphic functignin C compatible with the product off
and anappropriate multiplier system : ' — C, to give

f(V(2)) =v(V)H(V)(f(z)), VV €T, (75)

(74)
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