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Abstract

In this article, we study about the escaping rate of the Sinai-Ruelle-Bowen (SRB)
measure through holes of positive measure constructed in the Julia set of hyperbolic
rational maps. An explicit formula for the escaping rate through holes of different sizes
is obtained and the dependence of this rate on the position of the hole is discussed.
Later, the Hausdorff dimension of the survivor set is also computed. For an easier and
better understanding, the simple quadratic polynomial restricted on the unit circle is
studied.
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1 Introduction

Let T : X — X be a transformation that preserves an ergodic probability measure y. We
create a hole H in the phase space with positive measure and study the dynamics of T
restricted on X\H, i.e., we keep track of orbits as long as they do not enter H and ignore
them once they enter H. The study of such systems called open dynamical systems were
introduced by Pianigiani and Yorke in [19]. For a measure supported on X, the escape
velocity quantifies the rate at which it leaks through the hole in an open dynamical system.
In recent papers, Bunimovich and Yurchenko [1] studied the doubling map on the unit
interval and the Haar measure escaping through dyadic intervals, Keller and Liverani [15]
studied expanding maps on the unit interval and absolutely continuous invariant probability
measures and Ferguson and Pollicott [8] studied expanding maps on Riemannian manifold
and Gibbs measures.

In this paper, we prove analogous results in the setting of complex dynamics; hyperbolic
rational maps restricted on their Julia sets and the Sinai-Ruelle-Bowen (SRB) measure. As

*E-mail address: shrihari@cmi.ac.in



2 S. Sridharan

an example, we consider the quadratic polynomial map z — z? restricted on the unit circle
in the complex plane and work with the Lyubich’s measure that equidistributes periodic
points. As and when necessary, we work on appropriate full shifts in symbolic dynamics
and translate the results in our setting via a conjugacy.

In section 2, we write all necessary definitions and state the main results of this paper
in theorems (2.1), (2.2) and (2.3). In section 3, a brief description of symbolic dynamics is
given. In section 4, we define a quantity called autocorrelation (as studied by Guibas and
Odlyzko in [9], Eriksson in [7] and Cakir, Chryssaphinou and Mansson in [2]). We give a
proof of theorem (2.1) in section 5 based on ideas developed by Bunimovich and Yurchenko
in [1]. Later, we explain theorem (2.1) by considering the example of the polynomial map
written above and state an analogous theorem for this map in theorem (5.1). In sections
6 and 7, we define the Ruelle operator and the perturbed Ruelle operator and study their
spectral properties; the important ones being the spectral gap of the operators, convergence
of the spectral radii and the quasi-compactness of the perturbed Ruelle operator. Theorem
(2.2) is proved in section 8 using results from spectral theory of the Ruelle operator and
the perturbed Ruelle operator stated in the previous sections and using ideas from Ferguson
and Pollicott as in [8]. We conclude this section by stating an analogous theorem for the
polynomial map in theorem (8.2). In section 9, we prove theorem (2.3) along the lines of
the proof of theorem (2.2). We conclude the paper by looking at an analogous result for our
favourite quadratic polynomial map, as stated in theorem (9.1).

2 Escape velocity of a measure

Let C denote the Riemann sphere and let 7 be a rational map defined on the Riemann
sphere. By degree of the rational map, we mean the number of inverse images for a typical
point z € C counted with multiplicity. In other words, the maximum among the degrees of
the two relatively prime polynomials whose quotient yields the rational map is defined to
be its degree denoted by d. For our purpose of study in this paper, we shall only consider
those rational maps whose degree is at least 2. One of the several possible definitions of the
Julia set § c C of T states that it is the closure of the set of all repelling periodic points,
ie.,

g = {z € C: TPz = 7 for some peZtand |(T?) (2)| > 1}. (2.1)

Elementary observations reveal that the rational map remains completely invariant on its
Julia set, i.e., T"1(J) = J. For more properties of Julia sets of rational maps, please refer
[16]. We focus on hyperbolic rational maps in this paper, i.e., there exists C >0 and A > 1
such that for all z €  and n > 1 we have |(T")’(z)| = CA".

Let f : 9 — R be a Holder continuous function. We define a quantity called pressure,
in accordance with thermodynamic formalism.

P(f) := sup {hﬂ(T) + f fdu : u is a T-invariant probability measure}, (2.2)

where h,(T) is the entropy of T with respect to the measure u, see [23] for more details.
Then, by a result due to Denker and Urbanski in [6], there exists a unique equilibrium Sinai-
Ruelle-Bowen (SRB) measure, denoted by u realising the supremum in the definition of
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pressure. It is quite obvious that the support of the non-atomic SRB measure is the Julia
set.

Fix z € J and for any € > 0, consider the neighbourhood H,. in J centered at z of
radius e. We shall call this a hole in J, provided ps(H ) > 0. By the Poincaré recurrence
theorem, we have that the orbit of ur-a.e. { € H, ¢ returns to H, . infinitely often. We define
the Poincaré recurrence time of a hole H, ¢ to be

1(He) = inf{n € Z* : up(T"H e N H, ) > 0}. (2.3)

It is clear from the definition that all measurable subsets of H_ . have a recurrence time of at
least 7(H_ ) while all measurable supersets of H, . have a recurrence time of utmost 7(H¢).

We now focus on T acting on J\H,, i.e., we keep track of the orbit of { € J\H, ¢
as long as it remains there and no longer bother after it enters H,.. Owing to density
of periodic points of T in J, any hole H,. in J with positive measure contains periodic
points. Let ¢#({) denote the escape time of any point £ € J into the hole H., i.e.,

9(Q) = inf{neZ" : T"C € H..}. 2.4)

Let ®,(H_,) denote the set of points in J whose escape time into H, . is utmost n while
Y, (H.) denote the set of points in J whose escape time into H, . is at least n + 1, i.e.,

O,(Hye) = {{eJ N <n} ; YuH,e) := {{€T : K >n}. (2.5)
We set Og(H) := H; ¢ and Wo(H, ) := J\H, and observe that
(I)O(Hz,e) - (Dl (Hz,e) - (DZ(Hz,e) Co---

while
\PO(HZ,E) ) ‘Ill(Hz,s) D \PZ(Hz,E) Doeee

Moreover, ®,(H, ) UY,(H;¢) = 7 for all n.
The upper and lower exponential escape velocities of the measure uy through the hole
H, . denoted by —log rﬂf(HZ,E) and —log "/ (H, ) respectively are defined as

.1

logry,(Hze) = liminf -logpuy (¥(H:.0)) (2:6)
. 1

log rﬂf(Hz,E) = limsup Y_IIOng (‘Iln(Hz,E)) : @7)
n—oo

If r,,(H, ) = '/ (H. ) we say that the exponential escape velocity of the measure y ¢ through
the hole H, ¢ is well-defined and is equal to —log r(u(H,¢)). Clearly,

0 < I"ﬂf(Hz,E) < r/Jf(Hz,e) < 1,

thereby the escape velocity lies between 0 and co where we allow the notation log0 = —oco.
The larger the escape velocity, the faster the measure leaks through the hole.

Being equipped with all necessary definitions, we now state the main results of this
paper. The first compares the escape velocity through two different holes of the same size.
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Theorem 2.1. Let H; ., and H, ., be any two holes of the same size in J i.e., ps(H, ¢) =
ur(Hy, e). Then,

1(Hyq) > T(Hyq) implies logr(up(Hs, o)) < logr(up(Hzye)).- (2.8)

In fact,
pr(Pn(Hy e)) < pp(Yn(Hye)) ¥V n21(Hye) s } (2.9)
pr(@u(Hyy o)) > pp(@u(Hapg)) ¥ 02 1(He, ). '
The next result describes the escape velocity of the measure u ¢ through a sequence of
holes {H? . },>1 asymptotically as we decrease the size of the hole to zero. In other words,

we consider a real sequence {€,},>1 that converges to 0 and look at the sequence of holes
with centre z whose radius is given by ¢,.

Theorem 2.2. Let {H? },>1 be a sequence of holes with centre z in J such that ug(H? ) >0
for all n. Then,

—logr(us(Hz,)) . —logr(up(Hs,))
im — = lim
n/'eo l’[f(HZ,E) & \0 /’lf(HZ,En)
1 if TPz+#7z foranypeZ*,
| 1—exp[fP@-pB()] if TPz=z for some peZ,

where fP(2) = f()+ f(T2)+---+ f(TP 7).

The next theorem is about the Hausdorff dimension of the survivor set, ¥, (H, ¢) defined
as

VelHoe) = (€T : T ¢ H.e, ¥ k20

In other words, W (H; ¢) is the set of points in J whose orbits are bounded away from z at
least by a distance of € forever. Let f = —slog|T’| where s is the Hausdorff dimension of
J. We denote by uy = u_g10g|7| the associated equilibrium state. Let se be the Hausdorff
dimension of Yoo (H ¢).

Theorem 2.3. Let {H7 },>1 be a sequence of holes with centre z in J such that ug(H? ) >0
for all n. Then,

§—Se, 5—Se¢

lim - = lim ———
n/'co /Js(Hz,s) €\0 ;uS(HZ,G,,)
1 1 if TPz#z foranypeZ®;
- flong’Idﬂs 1—exp[fP(z)] if TPz=z forsome peZ*,

where fP(z) = f2)+ f(Tz)+ -+ f(TP~'2) with f = —slog|T"|.
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3 Symbolic dynamics

In this section, we set the stage for symbolic dynamics. Consider the full symbolic space X
that consists of words of infinite length and X* that consists of words of finite length on d
symbols, i.e.,

Y= {1L2,.d = fx=(ooxnxo) i x €412, ,dy VieZT)
> = {1,2,---.,d}"

{x=(x0,x1, %2, Xn_1) : X, €{1,2,---,d} V1 <i<n—1<o0}.

Being a full symbolic space on d symbols, we know that the d X d transition matrix M
corresponding to the space is aperiodic and has all entries 1. We now define the shift map
o : £ — X that shifts all infinite sequences one place to the left with the first term being
deleted; (ox); = x;+1; i > 0 and ¢ : ¥* — X* that shifts all finite sequences one place to the
right with the last term being deleted and making a blank space at the left-most position; for
a n-lettered word, x = (xo, X1, ,X,—1) € Z*, (¢x); = x;—1; 1 <i <n—-1 while (¢x)y is now
a blank space that has no letter. For k < n, (% x); = xip meaning that xy occurs at the k-th
position of ¢¥x and that the k — 1 positions before remain empty.

We say that two distinct points in the set of symbols have distance 1 and a point is at
distance 0 from itself; £(i, j) = 1 —6; ; where 0; ; is the Kronecker delta function. Then each
point is closed and open. In the discrete topology defined by the metric, the set of symbols
is compact. It is now only natural to endow the corresponding Tychonov product topology
on X thereby making it a compact space. In this topology, the cylinder sets i.e., any subset
Cy of X for w = (wo,wy,- -+ ,w) € X* of the form

Cy; = Wl :={x€X: X =Wo,Xp41 = Wi, o+, Xppk = Wi},

are both closed and open. Moreover, any open and closed subset of X is a finite union of
cylinder sets C,,; for w € £*. These cylinder sets form a basis for the topology: any open
set is a (finite or countable) union of cylinder sets. As a consequence, X has topological
dimension 0. The product metric defined on X is given by

(o)

1-6 i»Vi
d(x,y) = Z% 3.1)
i=0

In fact, for any £ € (0, 1), one can define a metric on X as
d(x,y) = &Y where n(x,y) =sup{n: x;j=y; for0<i<n}. (3.2)

If x; = y; for all i, we define n(x,y) = oo, so that 4(x,y) = 0. Though there are other possible
metrics that could be defined on this space, we remark that no particular one is more im-
portant than the other. In fact, the topology dictated by either of these metrics agrees with
the product topology mentioned above. Observe that o is a local homeomorphism with
#{y:o@)=x}<dforall xeZ.
We now define a family of measures on the cylinder sets of X by taking p=(p1, p2,--+, pa)

to be any positive probability vector, i.e., p; > 0 for all i and }] p; = 1. Probability measures
of this kind are called Bernoulli measures. For a cylinder set Cy,; C X, we define

up(Cuwy) = up(wl) = us(wo,wi, - wil) = PwoPw, " Pwi- (3.3)
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Though we note that the measure of the cylinder set C,,; is independent of its position
t, we shall still include the position variable while denoting a cylinder set for a different
purpose that will become clear later. We will further assume that the probability vector p is
equidistributed; i.e., p; =1/d forall 1 <i<d.

The transition matrix M being aperiodic is equivalent to the shift map o being topolog-
ically mixing. By the Perron-Frobenius theory, M has a maximal positive eigenvalue p > 1,
and logp = h(o), the topological entropy of 0. Observe in this case that p = d. Moreover,
we know from [16] that any hyperbolic rational map 7' : J — J is a quotient of this full
shift, i.e., there exists a conjugacy map n: ¥ — 9 such that T or = moo. It is then clear
that the periodic points and the eventually periodic points in J correspond to the periodic
points and the eventually periodic points in X.

4 Autocorrelation

dN
i=

Let J be divided into d" holes of the same size, i.e., we consider the holes Py ={Hz 610,

such that
dN
HoyoNHye = ¢ for i#j 5 | JHoq =9 and pp(Hye) = up(Hee).
i=1

In fact, we consider probability measures that are equidistributed. Hence, ur(H, () = da—nN
for all i. To each element H;, ¢, € Py, there is a corresponding cylinder set C,,; C X where
w € X* is a N-lettered word. Moreover, the set of points in J that do not enter H, ., in the
first n+ 1 iterations of T correspond to the set of points in X that do not enter C,,; in the
first n + 1 iterations of o. In fact, this is the same as the set of points in X that do not have
the N-lettered word w in its first N +n+ 1 positions. In other words,

I\Pn(H; )

Wo(Hz, )
= LeJ 0D >n)
= {teg : T ¢H, ¢ for0<k<n)
= {er : o-kxeéCW’l forOskSn}
= {xeX : x¢Cyyfor0<k<n}
= {x€X : ¥(x)>n}
= Yu(Cy)
= Z\Du(Cy,1)-
Here, by a slight abuse of notation, we have defined 7, ¥, ®, and ¥, for cylinder sets

in X with the same meaning as earlier. Therefore, the escape velocity of uy into the hole
H, ., € Py is the same as the escape velocity of up into the appropriate cylinder set C,, 1,

#\Pn(cw, 1 ) )

o1
logr(uy(Hz.q)) = logr(us(Cu)) = Jim ;log( N (4.1)

provided the limit exists. However, an asymptotic result as obtained by Guibas and Odlyzko
in [9], states #¥,(Cy,1) ~ ¢ (k)" for some constants ¢ and «,, < d depending on w. A little
necessary work on this asymptotic result yields the following lemma.



Sinai-Ruelle-Bowen Measure Leaks 7

Lemma 4.1. The escape velocity —logr(ug(Cy.1)) is well-defined and depends only on
w € X*. Moreover,

—logr(ug(Cy,1)) = —lim —log
n—oo 1 dar

The following autocorrelation function of finite words was studied by Guibas and Odlyzko
in [9]. Let w € X* be a N-lettered word. According to their definition, the autocorrelation of
w is the value of the polynomial ¢,,(z) = a1z¥ ™' + a2zV2 +--- +ay evaluated at z = d. Here,
the coefficients a; are given by

1 if(w)i= (' w) fork—1<i<N-1;
ap = 4.3)

0 otherwise.

I (M) = h(c) - logk,. “42)

The following lemma gives the relation between the number of words in X that do not
contain a particular sub-word w € £* and the autocorrelation of w, as studied by Guibas and
Odlyzko in [9], Eriksson in [7] and Cakir, Chryssaphinou and Mansson in [2].

Lemma 4.2. Let v and w be two N-lettered words such that 9,(d) < 9,,(d). Then
. log(#¥,(C,.))) . log(#¥,(Cy.1)
lim —————= < lim ——————~,

4.4)
n—oo n n—oo n
In fact,
#Y,(Cot) < #9,(Cy) forall n>inflk:al #al”} -1, 4.5)
where a](p and a](cw) are coefficients as defined above in the polynomial expression of ¢,(z)

and ¢,,(z) respectively.

5 Proof of Theorem (2.1)

Let H,, ¢ and H, ., be any two holes in J such that us(H; ) = py(Hz,,). Then as
earlier, we can look at the two associated cylinder sets C, 1 and C,, ; respectively in X. The
condition that the measure of the two holes in J are equal implies ug(C,.1) = u(Cy.1).
But the measure pp is dictated by the probability vector p that is equidistributed amongst
its entries. Hence, v and w must be words that have the same number of letters, say N. This

further implies that H;, ¢, and H, ., belongs to Py).

v _
k= IMek
0. In other words, the
o) ()

Let C,; contain a periodic point of prime period M < N. Then a in the valid

(v) ) (2V) =.=gW =

L = ay = 1 while a

range of k. In particular, a

first non-zero coefficient in the polynomial expression ¢,(z) after a;” is A, il Hence, if
7(Cy,1) > 7(Cy1), it is clear that p,(d) < 9, (d). Then, by lemma (4.2), we have
#Up(Cot) < #9,(Cy) forall n>inflk:a” #a"}-1. (5.1)
Observe that inf {k : a](cv) # a]((w)} is nothing but 7(C,, ;) + 1. Hence,
#¥(Cy,1)
ug(¥u-n(Cy1)) = %
#¥,(Cy.1)
% for all n>7(C,.1)

HB (\Pn—N (Cw,l)) . (52)
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Moreover, since @, and ¥, form a dichotomy of the probability space, we have for all
n> T(Cw,l)7

u(@u-n(Cy1)) =1=pup(Pp-n(Cy1)) > 1=up(¥u-n(Cy.1)) = up(@p-n(Cy,1)). (5.3)

We invoke lemma (4.2) again to prove the comparison result on the escape velocities of
up through these cylinder sets when 7(C,, ;) > 7(C,, 1). From equation (5.1), we have for all
n> T(CW,I ),

1. (#¥,(C 1. (#¥,(C
BY,(Cy1) < #P,(Cp) = lim —log(M) < lim —log(M).
n—oon

dan dn

n—oon

Hence,
logr(ug(Cy1)) < logr(ug(Cy1)). (5.4)

The inequalities (5.2), (5.3) and (5.4) when stated in the language of appropriate holes
in the Julia set yield,

Hf (\Pn(Hzl,el )) < Mf (‘Pn(sz,Ez)) Y on2 T(HZQ,Ez) 5 } (5.5)
pr(Du(Hzy ) > pp(Pu(Hye)) ¥ n21(Hye) s '
T(H; ¢) > T(H, ) implies logr(,uf(HZ,,E1 )) < logr(yf(HZz,Q)), (5.6)

thereby proving theorem (2.1).

For a better understanding and a simpler statement of the result, we consider the ex-
ample of the polynomial map; 7 : C — C defined by z +> z2. Then it is clear that
the Julia set J of this polynomial map is the unit circle in the complex sphere, S' =
lexp(i@) : 0 < @ < 2x}. The Lyubich’s measure u that equidistributes the periodic points
in the Julia set is defined as,

poe= lim 2n1+1 D (5.7)
Thz=z
where ¢, is the Dirac delta measure at the point z and the convergence is in the weak*
topology. It is easy to verify that y is a probability measure whose support is /', no point
carries mass, i.e., u({{}) = 0 and that T preserves u. In fact, u is the Parry measure that
maximises the entropy of the polynomial map 7 i.e., u = yg with f = 0.

Any hole in J has to be an arc from exp (ia) to exp (i(a +€)) on S', for some € > 0.
Now let J be divided into 2V parts; by H; we mean the arc on S! from exp[2mi(j—1)/ 2M]
to exp [27i(j)/2V]. Then a restatement of theorem (2.1) for this polynomial map reads as
follows.

Theorem 5.1. Let H; and H; be any two holes in J = S! such that ©(H;) > 7(H 7). Then,

logr(u(Hy)) < logr(u(H)). (5.8)
In fact,

pCP(H)) < p(PaHy) ¥ nZT(Hf);} (5.9)

p@u(HY) > p(@u(Hp) Y n=T(H)).
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6 Ruelle operator

We return to the general setting of a hyperbolic rational map T restricted on its Julia set
J. As earlier, fix z € J and let H, . be a hole in J. By a sequence of holes {H7 },>1
whose size decreases to zero asymptotically, we mean to consider a real sequence {€,},>1
that converges to 0 and look at the sequence of holes {H, },>1 where every element of
the sequence H, ., € B, for some m € Z*. Observe that {H_ } is then a nested sequence
of holes in J such that (,»; H;¢, = {z}. We remark that all the extra assumptions that
Ferguson and Pollicott need in [8] are naturally satisfied in our setting.

To proceed in our analysis, we need two Banach spaces of real-valued functions defined
on 7. In order to meet these demands, we first define an oscillation function, as studied by
Keller in [13]. For u :  — R, the oscillation function with respect to the hole H, . denoted
by osc(u, H, ) is defined as

osc(u,H,¢) := esssup{lu(x)—u(y)| : x,y € H,}. 6.1)

As osc(u, H.¢) is lower semi-continuous and therefore measurable, it is possible to define a
p-norm for 1 < p < oo, oscy,(u, He) = |losc(u, H. o)l 5, where this is only a semi-norm. The
following lemma assimilated from Parry and Pollicott [18] and Keller [13] gives our two
Banach spaces.

Lemma 6.1. For an integrable real-valued function u defined on J, consider

(oscl(u,HEn)

€n

B = {MELI(/Jf) ullg, < oo} where ||ullg, = sup ) + |lull;, (6.2)

nx1
while for an arbitrary real-valued continuous function u defined on J, consider

0SCoo(u, He,)

B = {u:J — R:|ullg, <oo} where lullg, := sup( ) + ||ullo. (6.3)

nx1 €n

Then, B and B are Banach spaces equipped with the norms ||-||g, and ||-||g,, respectively.
Moreover; the set {u € B : ||ullg, < c} is L'-compact for all ¢ > 0.

We now define the Ruelle (transfer) operator Ly : 8; — B; for i € {1, 00} as

(L)@ = > explfOIu0) ; 6.4)
yeT-1x
sothat (Lju)(x) = ) explf"()] uy),
yeT"x

where f*(y) = f(y) + f(Ty) +---+ f(T"'y). The following standard result from [18] de-
scribes the spectral gap of the Ruelle operator £ defined on 8., and gives an alternate
characterisation of pressure.

Proposition 6.2. Consider the Ruelle operator Ly : Bo, — Bw as defined in equation
(6.4). Then,
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1. There is a simple maximal positive eigenvalue A of L with corresponding eigenfunc-
tion g € By, being strictly positive and bounded. In fact,

logd = B(f) = lim l1og(1:}1)(x). (6.5)
n—oon

2. The remainder of the spectrum of Ly : Boo — B is contained in a disc of radius
strictly smaller than A.

3. /l_”_[:;.u — gfud,uf uniformly for all u € B, where g is the strictly positive eigen-
function corresponding to A that satisfies f gduy=1.

Making use of an estimate on the B.,-norm of the iterates of the Ruelle operator due
to Denker, Przytycki and Urbanski in [5] that states ||L;u||ggm < c|lullg,, for all n € Z*, one
can normalise the transfer operator as done by Haydn in [10] such that the simple maxi-
mal eigenvalue A = 1 with corresponding eigenfunction being the constant, i.e., Ly1 = 1.
Our next aim is to obtain a result (spectral gap) similar to proposition (6.2) for the Ruelle
operator Ly defined on B1. We include a short proof for the convenience of the reader.

Proposition 6.3. Consider the Ruelle operator Ly : B1 — By as defined in equation (6.4).
Then

1. There is a simple maximal positive eigenvalue A of Ly with corresponding eigen-
function g € By being strictly positive and bounded. In fact, 1 =1 and g =1, i.e.,
Lrl=1.

2. The remainder of the spectrum of Ly : By — By is contained in a disc of radius
strictly smaller than A = 1.

3. L’;u - fud,uf uniformly in L'-norm for all u € 8.

Proof. For u € By, choose a function v € B, such that |ju —v||; < €. Then using the trian-
gle inequality and statement (3) of proposition (6.2) that asserts uniform convergence, we
obtain uniform convergence in this case,

e o]+ -
1

Since uy is an ergodic T-invariant probability measure on J, one can consider an inte-
grable function u defined on J such that f udu ¢ = 0. In fact, due to a result by Pollicott and
Sharp in [20], there exists a unique ¢ € R for which f fdu;r = 0. Similar to the estimate due
to Denker, Przytycki and Urbanski in [5], Keller in [13] gives an estimate on the B;-norm
of the iterates of the Ruelle operator that states, ||.£?.u||531 < cllullg, . Using this estimate and

H.E}u—fud;q”l < ||.£;ﬁu—.£}v

< 3e.
1

the L! -compactness of the set {u € By : [lullg, < c} for all ¢ > 0, one then obtains the spectral
gap of L defined on B;. O
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7 Perturbed Ruelle operator

In this section, we introduce a perturbation of the Ruelle (transfer) operator dependent on a
hole. As earlier, let {H? .},>1 be a decreasing sequence of holes in J whose size decreases
to 0 asymptotically. The perturbed Ruelle (transfer) operator Ly, : B; — B; for i € {1, 00}
is defined as

(L)) 1= Ly (m,u) 0 = > explFO (v, ) u). (7.1)

yeT—1x

Observe that the terms in the summand contribute to the sum iff y € H, . . Hence,

k—1
[ Jrn., (Tf@))]u@).

i=0

(£5,u) = > explffol

yeT~*x

In other words, the summand in the k-th iterate of the perturbed Ruelle operator contributes
to the sum iff all of the k points in that pre-image branch of x is in the hole H,, .

We now study certain properties of the perturbed Ruelle operator. In particular, we
ensure that the hypotheses of the following theorem assimilated from Hennion as in [11]
and Keller and Liverani as in [14] is satisfied in our setting so that we may use a consequence
of the assertion of the same that speaks about the convergence of the sequence {4,} and the
quasi-compactness of the perturbed Ruelle operator. This theorem forms the crux of weak
perturbation theory.

Theorem 7.1. Consider the family of perturbed Ruelle operators Ly, : B1 — B;.

1. Let ||-||g, w be a weak norm defined on 8B, that is dominated by the B1-norm, i.e., for
all u € By, we have |lullg, v < |lulls, .

2. Let Ly, satisfy a uniform Lasota - Yorke inequality, i.e., there exists constants c1,cp >
0 and a € (0,1) such that for all k,n and u € B, we have

k
| <5

k
< crallullg, + callullg, w-

A
3. The maximal eigenvalue A, of the perturbed operator Ly, is isolated.
4. imy oo [[| L5 = Lyal|| = 0 where [1L11 = sup{ll Lullg, ,, : llullz, < 1}.
5. The closed unit ball in B is compact in the weak norm, || ||, w-
Then A, converges to A and Ly, is quasi-compact.

Hypothesis 1 : Define a weak norm as done by Keller and Liverani in [14] on B as

1 _
llullg, ,, := sup sup — lulduys + llully, where ae(d 1,1). (7.2)
k20 nx1 ¥ JT+*H,
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Consider a hole H; . € 7. Then,

|u(2)|

IA

1
osc(u,H,¢) + —f uld
dJu,

1
E(f osc(u, Hy¢)duy +f |u|d,uf)
Hz,E Hz.s

1
< Ellullsl- (7.3)

IA

Therefore, if @ € (d_l, 1), then making use of the inequality in (7.3), it is easy to observe
that the weak norm || -||g, ., is dominated by the strong norm, ||-||g, .

Hypothesis 2 : Before we prove a uniform Lasota - Yorke inequality, we state the fol-
lowing lemma that will be useful in the sequel. A proof is not hard to write.

Lemma 7.2. There exists a constant ¢ > 0 such that for any positive integers n and k and
for all u € B1, we have

k-1
oscy([1:2 XHz,EnM,H,,, oscy (u, H cllu
sup[ ( =0 6)] < sup( 1 e’"))+ I ”kB"W. (7.4)
m21 €m m>1 €m (0%
Letue Ll(,uf). Then
Ly < [ £ sy < . 1.5)
Moreover, for any fixed k>0 and m > 1,
» Loy < = Ly .., u| dus
a™ TikHz,em ’ a™ TﬁkHz,em “en
1
= — d
Tl L lul dp s
1
< — |uldpy. (7.6)

m
04 T—(k+l)HZ’Em

Therefore, making use of the inequalities in (7.5) and (7.6) and iterating Ly, one obtains

|5, I (1.7)

Bi,w

Finally, we observe that

0SC (L?nu, Hem)

k _ k
[l = sop| =] + 1
oscy (u, H, cllullg
< sup( ( fm))+ Byl
m>1 €m a
cllls, .
< lullg, + ————. (7.8)

ok
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Hypothesis 3 : A result due to Collet, Martinez and Schmitt as in [4] on perturbed
Ruelle (transfer) operators Ly, : Bo, — B states that for every n > 1, there exists a simple
maximal eigenvalue A, > 0 with corresponding strictly positive eigenfunction g, : J — R.
Then, making use of propositions (6.2) and (6.3) from the previous section, it is possible to
deduce that Ly,g, = 4,8, for L, : B; — B and that g, € B;.

Hypothesis 4 : Consider u € 8, such that ||u||g, < 1. Then

I

||£ fXH. ., Y

”XHZ»EHM 1
Mf (Hz,en) [[2¢lloo
Mf (Hz,e,,) ”u”B]

ClMf (Hz,e,,)- (7.9)

”('Ef B Lf’”)”“1

IN A

IA

Therefore, for any fixed k > 0 and m > 1, we have

aim _— |(£f—£f,n)u|d,uf < ;—;uf(T‘(k”)HZ,emﬁHz,en)“””&' (7.10)

Making use of the inequality in (7.10) and the Gibbs’ property of SRB measures that
prescribes a constant ¢ > 0 such that

pr(T™*Hoe,NHee) < copy(Hoo )y (Hze) Y mn€Z® and k2n, (7.11)

one infers that hypothesis 4 is satisfied.
Hypothesis 5: Let the closed unit ball of $; be denoted by D,

D = {ueB :|ulg <1).

Let {un}m>1 be a sequence in D. We shall prove that there exists a subsequence {u,,};>1 of
{ttu};m>1 In D such that

ety —ullg,w — O as [ — oo,

Let sup;s l[u — tmllec = ¢ < o0, since u,u,, € D. Given € > 0, choose a positive integer N
such that

1
— pr(He,) < € v oasnN
a” c

Choose a positive integer / such that

€ .
||u—um,-||1 < oz_N Y i>1

This is possible by lemma (6.1) since D is L'-compact.
Therefore, for fixed n,k when n > N we have

1

1
o _— |u—umi| dur < a_n'uf(HZ’fn) ||”_”mi”oo < e (7.12)
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However, when n < N, we have fori > I,

1

1
a’ TAH. |u—um,-| dur < o f|“‘”mi| dur < e (7.13)

s€n

Equations (7.12) and (7.13) in the definition of the weak norm as in (7.2) along-with
lemma (6.1) ensures that hypothesis 5 is satisfied in our setting.

Hence, A, converges to A. Moreover, the quasi-compactness of Ly, implies that one
can decompose

-Lf,n = /lnEf,n + Ff,na (7.14)

where E, is a projection onto the eigenspace {cg, : c € C} and Ef,F s, = Fy,Ef, =0. The
spectral radius of F's, is strictly smaller than A,,. Moreover,

IA

||Ef,,11“oo ¢y, forsome c; >0, independentof n and (7.15)

HFkﬂl < B*Yn>N where ¢ >0 and 0<B<1,Vk>1. (7.16)

’OO

We devote the rest of this section to try and establish a relationship between 4, and
the pressure of a function defined on an appropriate subset of . Let H_, € B,y for some
m € Z*. Consider a sequence of positive integers {k,},>1 such that the hole H e € Py
where r <m implying H;, C H_¢_. Then defining [, := ;50T \T~'H,,, it is possible to
infer that J, C J,. Since the pre-images of any typical x € J is uniformly distributed in
J, itis only fair to expect that each element H,, , € P, contains a point y such that Ty = x.
Therefore, if

1 1
Jim —log(£51)) = lim —log| > exp(fn)| = B (7.17)

}YEHZi,eiE{P(k)

it is only but natural to expect that

.1 .1
Jim - log(£},1)(0) = Jim - log >, (Y| = Bg (. (T18)

yeHz,-,e,— € :Hz,a,e,- NTn#Pp

8 Proof of theorem (2.2)

In this section, we prove theorem (2.2), that describes the escape velocity of the measure u s
through a sequence of holes {H .},>1 asymptotically as we decrease the size of the hole to
zero. As earlier, this means that we consider a real sequence {¢,},>1 that converges to 0 and
look at the sequence of holes with centre z whose radius is given by €,. Throughout this
section, we shall assume that B(f) = 0, thereby allowing L/ to have a maximal eigenvalue
1. However, the reader is urged to observe that a minor variation in the proof is all that is
necessary when P(f) # 0.
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Consider

ur{ded 190 > k—-1})

ur({ceg: Tt ¢H.e 0<i<k—1})
k—1

f (l—o[XH (r'¢ )] dps
HXH (r'¢ )] dpg

pr (W1 (Hze,))

_ k
- fgf
fﬁk,nldﬂf

AﬁfEf,nlduﬁfF;ﬁlduf (8.1)

Therefore, using the definition of escape velocity and the assertion of theorem (7.1) as
written in inequalities (7.15) and (7.16) in equation (8.1), we obtain

o1
logr(uy (Hee)) = lim o loguy (¥io1 (Hze) = logdu. (8.2)
Therefore,
 —logr(us(H:)) _ —loga,
lim = lim
n—0o0 1353 (He) n—eo [Uf (He)

= lim A—4, logd-logAd,
n—oo [lf (Hz,e) A=A,
. /l_/ln

= lim .
n—eo (Lf (Hz,s)

(8.3)

We denote by u ), the restriction of iy to the hole H, , as a probability measure, i.e.,

Ky (N Hz,en)
l’tf (HZ,En) .

The rest of the proof follows from the next lemma that is adapted from results due to Hirata
as in [12] to our settings.

:uf,n(') =

Lemma 8.1. Let H, ., be a sequence of holes in J. Then

lim
n—eo Hf (Hz,En)

where fPz=f(2)+ f(T2)+---+ f(TP 7).

(8.4)

fEf,n (‘EfXHz,en) dtfp B 1 if TPz#z foranypeZ*,
" | l-exp[fPz] if TPz=z forsomepeZ®,

Proof. Similar to the Poincaré recurrence time of a hole and the escape time for points in
J into the hole, we define the first return time (if it exists) of the orbit of any { € H ¢, as

1,(0) = inflkeZ: T' e H,}.
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Then,

an(g) dﬂf,n

D kg (i € Heg, : Ta(0) = k)

k>1
= ﬂf,n({§€Hz,En () = 1}) + ka:uf,n({é/EHz,en 20 >k—1})

k>2
= T +Z f.[ Ldugy,
k=2
= Ti+ )k fL (Lal)dptgn
k>2
= T+ Z fl: LfXHE,, dugn
k=2
= T + (fEle(‘LfXHz,En)dﬂfs")(Zk/lﬁ_l]
k>2
+§§(ka1mewymﬁJ
k=2
= Ty +|T d
1 (2,1((1 FRe )) ;f Lfn Hfon
=: T1 + (T21 XT22) + Zf 1d/1f,n
k=2
= T + (T2,1XT2,2) + T3. (85)
However, Kac’s theorem says
1
WO gy = ——. (8.6)
f " S ,Uf(Hz,en)
Therefore, we have from equations (8.5) and (8.6),
- — = Toy (T1-Ty1+T3) + — . 8.7
1 (o) 21 (T1=T21+T3) (1_/1”) (8.7)
-0 = 0(1)

Hence, it is sufficient for us to worry about the last term in equation (8.7). Consider
T B fEf,n (-EfXHZ,f,, ) dpifn
1-2, 1-2,
fEf,n (1 - -Lfn 1 ) d/Jf,n
1-2,
fEf,ndyf,n (8.8)

Observe that the proof of lemma (8.1) and hence the proof of theorem (2.2) will be
completed once we evaluate lim,,_, f Efqduy,. We consider the two cases of z now.
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Case 1 : z is a non-periodic point.
Since z is a non-periodic point and ()51 H, ¢, = {z}, one can see that for any k € Z*, there
exists a number Ny € Z* such that H e, NT™/Hy e, =¢,for j=1,2,--- k. In particular, for

any { € T™*H,,, we have [15) xn.., (T’Z ) =1, where n > N;. Moreover,

k-1

Xt (LS, 1Q) = xh,,, @)Lﬁ[ﬂxﬂw (1°7)
i=0

= XH., QL) = xn., ),

thereby asserting
fﬁfﬂldpﬁn = 1, for n>N. (8.9)

1= [Ertdun| = | [ £1dua- [ Bt dug,

u’,;-l)fEf,,,ldﬂf,,,+fFjﬁ,n1duf,n

c(|1-2]+8). (8.10)

Hence,

IA

The last line in the proof uses the assertion of theorem (7.1) as written in inequalities (7.15)
and (7.16).

Case 2 : z is a periodic point of period p.

Fix some large positive integer m and set k = pm. Now consider

XHz,en ('x) _XHz,En ('x)l:;,n l(x) (XHZv‘" (x)) Z eXp (fky)XUfz_Ol TiiHvan (y)]

y:T‘kx

(v @) D> exp(Fywrinm,,, (y)]

y=T*x

()( H,e, (X)) Z exp (f""y)x T-rm-DH, (Y)]

y=T-r"x
(/\/Hz,en (x)) (L?m (XHz,En o Tp(m—l)) (x))
(., 0) (L] (xm.,, ) @) (8.11)

Hence,

< |£j’i ()(Hml ) (x)—exp(f¥2) dugn

‘l—exp(fpz)—fﬂ}’nl du s,

< sup |fpy - fpzl
VEH . € Pty +p
€
< nlflo
1-a

— 0, as n— oo, (8.12)
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Here, |f|, denotes the usual Holder semi-norm defined by

) wp{vuo—f@n,

Fla L .Lyej}.
lx =yl

Hence for the periodic case, the assertion analogous to equation (8.9) is that

lim L Vdus, = 1-explf?al. (8.13)
Now, a little more work analogous to the estimate in (8.10) completes the proof. O

As promised, we conclude this section with our favourite example; z —> z> restricted
on S!. A sequence of holes here looks like

{H,, := arc on S! from exp (i) to exp (i(a@ + €,))}n>1, Where €, — 0.

Observe in this case that exp (i) is a periodic point iff e is a rational multiple of 2. Hence,
a restatement of theorem (2.2) in this situation reads as follows.

Theorem 8.2. Let {H,},>1 be a sequence of holes in J = S! such that its Lyubich’s measure
u(Hy,) > 0 for all n. Then,

: _logr(ﬂ(Hn)) _ . _logr(ﬂ(Hn))
lim ——— = lim ——=
n/eo u(Hy) €\0 u(Hy)
1 if a ¢ 21Q;
= (8.14)
1-277 if aRP-1) € 2nZ.

9 Proof of theorem (2.3)

Denote by W (H_ ) the set of points in J whose forward orbits remain bounded away from
z at least by a distance of ¢, i.e.,

Vo(Hoe) = {(€T: T ¢H. VkeZ'|.

This set is called the survivor set, for obvious reasons that the orbit of points in this set
never enters the hole and hence ceases to die ever.

Let f; be a family of real-valued functions parametrised by the real variable ¢ defined on
J by f; = —tlog|T’|. Att =1, this gives the Lyapunov characteristic function that describes
the stability of typical orbits in J. In conjunction with sections 6 and 7, the associated
Ruelle operator and the perturbed Ruelle operator are defined for i € {1, oo} as

L = Ly : B, —B by (Lw®) = Ter,uOITT
Lin = Lin @ Bi— B by (L)) = Xier-1oXa., OuOIT'yI™.

In accordance with theorems (6.2) and (6.3), let 4; and A,, denote the maximal eigen-
values of £; and L, respectively. By a result due to Ruelle in [21], there exists a unique
real number s such that the maximal eigenvalue of the associated Ruelle operator is 1,



Sinai-Ruelle-Bowen Measure Leaks 19

i.e., P(—slog|T’|) = 0. Moreover, this unique real number s is the Hausdorff dimension of
J, dimg J = s. For a sequence of holes {H },>1, we denote the Hausdorff dimension of
the set Woo(H¢,) by s¢,. In other words, s, is the unique real number such that the maximal
eigenvalue of the associated perturbed Ruelle operator is 1, i.e., B 7, (=s¢, log|T’|) = 0.

We also know by another result due to Ruelle as can be found in the paper by Coelho and
Parry [3] that on the space of Holder continuous functions, the map f +— B(f) is real ana-
lytic. Moreover, if f and g are Holder continuous and f is not cohomologous to a constant,
then the function t — P(g +tf) is strictly convex and real analytic. By the term real ana-
lytic, we mean in the former statement that given an analytic function f;(z) = J,cz+ an(2)t"
where [f| < €, PB(f;) can be expressed as a summation of terms involving powers of ¢ and
in the latter statement that (g +¢f) can be expressed as a summation of terms involving
powers of ¢.

Hence, t — 4, is an analytic function. Similarly t — 4, , is also an analytic function.
Also we have by theorem (7.1) that 4,, — A;, where the operator £;, is quasi-compact.
Therefore, it is clear that A;,, — A;, where the differentiation is with respect to the variable
t. We have using Taylor’s theorem,

A

Sep o

1 = A, +/lémn (s, —5), forsome &, € (s,,s). 9.1)

Hence, s— s¢, = O(us(H,¢,)). Moreover, considering one more term in the Taylor’s expan-
sion, we have

A = 1 = Ap+A5,(s¢,—9)+ /lf;’nO(/JS(HZ,En)Z), for some &, € (s¢,,s). (9.2)

Sep s
Then, using the proof of theorem (2.2), we have

S—S¢,  S=8; As—Agpn

,us(Hz,en) B /ls_/ls,n ,us(Hz,e,l)

if TPz+#z forany peZ*;

Asn 1—exp(fP(z)) if TPz=z forsome peZ*.

1
L (142,00 (Ho ) {

-1

Observe that the proof of theorem (2.3) is complete once we show lim,, 0 A5, = f log|T’|dus.
But we already know that A5, — A}. Hence, we only need to show that

n—oo

lim A, = flong’ldys.

Consider the eigenfunction equation £;g; = A,g; that looks in this case as

81(y)
= /lt t . 93
}; Tiop = e 93)

Differentiating equation (9.3) with respect to ¢, we obtain

Z (—IOgIT'Igz(y) PRASY

= Ao 94
ROk |T'(y>|f) 181+ ik ©4

yeT~1x
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Now integrating equation(9.4) with respect to y, ,, we obtain

A= - f log |T”|dps - 9.5)

Equation (9.5) yields what we require at ¢ = s.

Yet again, we exploit the simple example for a better grasp by considering the case of
7+ z” restricted on its Julia set J = S'. By a result due to Manning in [17], we know that
s = dimgs(J) = 1. Recall that a sequence of holes in S! looks like

{H, := arc on S! from exp (i) to exp (i(@ + €,))}n>1, Where g, — 0.

Further, we know from a computation in [22] that f log|T’|du = log2. We conclude the
paper with a restatement of theorem (2.3) in this situation that reads as follows.

Theorem 9.1. Let {H,},>1 be a sequence of holes in J = S such that its Lyubich’s measure
u(Hy,) > 0 for all n. Then,

N . 1=
lim = lim z
n,/"co ,u(Hn) € \0 ﬂ(Hn)
1 1 if a ¢ 2nQ;
_ (9.6)
log2 | 1-277 if a2P-1) € 272
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