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Abstract

This paper aims at initial-boundary value problems(IBVP) for the isothermal com-
pressible Euler equations with damping on bounded domains. We first prove global
existence and uniqueness of classical solutions for smooth initial data. Time asymp-
totically, it is shown that the density converges to its average over the domain and
the momentum vanishes as time tends to infinity. Due to diffusion and boundary ef-
fects, the convergence rate is shown to be exponential. Second, based on the entropy
principle, it is shown that similar results hold for L™ entropy weak solutions.

AMS Subject Classification: 35G25, 35M 10, 35L.65

Keywords: Isothermal Compressible Euler Equations, Damping, Classical Solution, En-
tropy Weak Solution, Global Existence, Long Time Behavior.

1 Introduction

In this paper, we consider the compressible Euler equation with frictional damping:

V. =0 R4 0
{p,+ (pU) , XeER >0, (1)

(pU),+V-(pU®U)+VP(p) = —apU.

Such a system occurs in the mathematical modeling of compressible flow through a porous
medium. Here p,U and P denotes the density, velocity and pressure respectively, and the
constant o > 0 models friction. Assuming the flow is a polytropic perfect gas, then P(p) =
Pop", with Py a positive constant, and Y > 1 the adiabatic gas exponent. The case y >
1 is commonly referred as the isentropic case, while Yy = 1 corresponds to the so-called
isothermal case which is the main focus of this paper. Without loss of generality, we take
Py = a. = 1 throughout this paper.
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In this paper, we consider (1.1) in bounded domains in R¢, d = 1,2,3. The system is
supplemented by the following initial and boundary conditions:

(va)(X7O) = (pOaUO)(X)7 x€Q,
U'n|8§2:07 1 >0, (1.2)

/ po(x)dx = p, >0,
Q

where Q C R is a bounded domain with smooth boundary 0L, n is the unit outward normal
vector on the boundary of Q and the last condition is imposed to avoid the trivial case, p =0.

Due to strong physical background and significant mathematical challenge, system (1.1)
and its time-asymptotic behavior have received considerable attentions, and investigations
have been carried on for decades. Extensive literatures are available for the isentropic case
(i.e. Y>1). When d = 1, we refer the readers to [7, 8, 12, 13, 14, 15, 16, 17, 18, 21, 23, 32,
35,37, 38, 39,40, 41, 42, 43, 47, 51, 53] for both the Cauchy problem and initial-boundary
value problems of (1.1) under miscellaneous initial or initial-boundary conditions. When
d > 1, the readers are referred to [44, 48, 49, 50].

For the isothermal case (i.e. Y= 1), when d = 1, global BV solutions to the Cauchy
problem of (1.1) have been constructed by Luskin and Temple in [31] and by Dafermos
in [6] where P is allowed to be any smooth, increasing function for the initial data with
small oscillation about some fixed equilibrium state, by working on the so-called p-system
with damping (i.e. (1.1) in the Lagrangian coordinates). Recently, the qualitative behavior
of L™ entropy weak solutions to the Cauchy problem of (1.1) with large rough initial data
containing vacuum is studied by Huang and Pan in [22]. There are also some results on
other related physical models, see e.g. [20, 24, 25].

However, to the best of the author’s knowledge, little is known about the initial-boundary
value problems for (1.1) with y =1 for any d > 1. The purpose of this paper is to system-
atically study the qualitative behavior of solutions to (1.1) with y =1 in the presence of
physical boundaries. The works of current paper are strongly motivated by [43] and [44],
where the authors proved global existence and long time behavior of L™ entropy weak so-
lutions (small smooth solutions resp.) to (1.1)—(1.2) with y> 1 when d = 1 (d = 3 resp.).
However, we observe that, when y = 1, all the underlying methods used in [43] and [44]
fail. Therefore, new approaches have to be developed in order to deal with this extreme
case.

We will first study the global existence and long time behavior of classical solutions to
(1.1)-(1.2) for d = 1,2,3. We will show that the classical solution exists globally in time
and converges to a constant equilibrium state exponentially as time evolves provided that
the initial perturbation around the constant state is small and smooth. On the other hand,
when initial data is large or rough or contains vacuum states, local smooth solutions have
been demonstrated to be breaking down in finite time [28, 29, 30, 52]. In this situation, one
has to switch attention from smooth solutions to entropy weak solutions. In the second part
of the present paper, we will prove global existence and long time behavior of L™ entropy
weak solutions to (1.1)—(1.2) for large and rough initial data containing vacuum for d = 1.

Concerning the asymptotic behavior of solutions of (1.1)—(1.2), due to the dissipative
mechanism in the momentum equation and the boundary effect, the kinetic energy is ex-
pected to vanish as time tends to infinity, while the potential energy will converge to a



On the isothermal compressible Euler equations with frictional damping 79

constant. To identify the global attractor of p, we integrate the density equation using the
boundary condition to get

/Qp(x,t)dx = /on(x)dx = Ps.

This suggests that the asymptotic state of the solution of (1.1)—(1.2) should be (p,U)|;—w =
(p+/|€2],0). We will verify the conjecture for both small smooth solutions and large rough
solutions. We will show that both solutions converge to the constant equilibrium state ex-
ponentially as time goes to infinity.

We remark that, for the isentropic case (y > 1), the IBVP (1.1)—(1.2) is equivalent to

ISZ - AP([S)a
1= —VP(p); (1.3)
VP(p) -nfyo =0,

for large time, provided that the two systems carry the same initial mass, as has been demon-
strated in [43] and [44]. Here, the first equation is the famous porous medium equation and
the second one states the classical Darcy’s law. Therefore, when y = 1, it is natural to con-
jecture that the density should satisfy the linear heat equation and the momentum obeys
the Darcy’s law for large time provided that the two systems carry the same initial mass.
Indeed, from the profile of the linear heat equation one can see that the solution to (1.3)
converges to the constant equilibrium state (p./|Q|,0) too. Hence, the triangle inequality
implies immediately the long time equivalence of the two systems. Since the profile of the
linear heat equation is clear, we shall not go through the details of this part in the present
paper.

The plan of the rest part of the paper is organized as follows. In Section 2, we study
small smooth solutions to (1.1)—(1.2) for d = 1,2,3. We will start with some preliminaries
and then show the global existence and long time behavior of small smooth solutions to
(1.1)—(1.2) simultaneously. Section 3 is devoted to the study of the one-dimensional model.
We will show global existence and long time behavior of L™ entropy weak solutions to
(1.1)—(1.2). Similar to the layout of Section 2, Section 3 consists of subsections containing
preliminary, global existence and large time behavior.

2 Small smooth solutions

In this section, we study global existence and long time behavior of smooth solutions to
(1.1)—(1.2). For simplicity, we only present the proof of the case for d = 3. The other cases
can be treated similarly. When y= 1, system (1.1) turns to be

2.1

P+ V- (pU) =0,
pU,+p(U-V)U +Vp=—pU.

One of the key ingredients of the proof for the isentropic case (y > 1) given in [44, 48]
is to symmetrize the system of equations by using the nonlinear transformation ¢ = p®/0
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(commonly referred as the sound speed), where 8 = (y— 1) /2. Unfortunately, this technique
fails when y = 1. However, by multiplying the second equation of (2.1) by p we get
pi+U-Vp+pV-U =0, 02
pUs +p*(U-V)U +pVp = —p?U, '
which is a symmetric hyperbolic system of balance laws.
Let (o,U) be the perturbation of (p,U) around the equilibrium state (p../|Q|,0), i.e.,
(o,U) = (p—p+/|2],U). After plugging (c,U) into (2.2), and assuming p,./|Q| = 1 with-
out loss of generality, we get

6,+U-Vo+6V-U+V-U =0, 23)
(6+1)2U;+ (6 +1)*(U-V)U +6V6+ Ve = —(c+1)%U. '
And the initial and boundary conditions become
(GvU)(X70) = (pO - 17UO)(X)a X€e Q‘a (2.4)
U-nlyo=0, t>0. '

Since (2.3) is equivalent to (2.1) for smooth solutions, it suffices to prove global existence
and long time behavior for (2.3)-(2.4).

2.1 Preliminaries and main result

The following notations will be used throughout this section.

Notation 2.1. Throughout this section, || - ||z», || - ||z~ and || - ||zs denotes the norm of the
usual Lebesgue measurable function spaces L? (1 < p < o), L and the usual Hilbert space
H* respectively. We denote the norm || -|[;2 by |- | and || - ||z by || - ||s respectively.

For simplicity, we will use the following notation: For any vector valued function f =
(f1, f2, o, fn) : R* = R™, we denote its norm in a function space X by || f||x =X, || fillx-
The energy space under consideration is:

X3([0,7],Q) = {F: Qx [0,T] = R*(or R) | 9jF € L([0,T]; H*~/(Q)),l =0,1,2,3},

equipped with norm

3 1/2
IFllsr =ess sup [IIF(n)lll =ess sup [V JOF 03]
0<t<T 0<1<T 1=

for any F € X3([0,T],Q). Unless specified, C will denote a generic constant which is inde-
pendent of time. The value of C may vary line by line according to the context.

The following theorem is the main result of this section, which gives the global exis-
tence and long time behavior of smooth solutions to (2.3)—(2.4) for small initial data. For
convenience, we denote the total energy of the solution by

3
W () = [[ls@II” +lU@)]]]* = IZ(,) (loro ()3 + lI0U (1) 13-1).- (2.5)

Then we have
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Theorem 2.1. There exists € > 0 such that if W(0) < €2, then there is a unique global
classical solution to (2.3)—(2.4) such that there exist positive constants C > 0,m > 0, which
are independent of t, such that

W(t) < CW(0)e ™. (2.6)

2.2 Proof of Theorem 2.1

The proof of Theorem 2.1 is based on the local existence result and a priori energy esti-
mates. Since the local existence result is standard, see for example [37, 46, 48], we only
present the a priori energy estimates here. First of all, the following lemma (see [1]) plays
an important role in the estimation of a vector-valued function U € R?, which gives the
estimate of VU by V-U and V x U.

Lemma 2.2. Let U € H*(Q) be a vector-valued function satisfying U -n|yq = 0, where n is
the unit outward normal to 0Q. Then

[Ulls <CUIV X Ulls-1 +IV-Ulls1 + U ]ls-1),
for s > 1, and the constant C depends only on s and Q.

The next lemma is an application of Lemma 2.2. The lemma states that the spatial
derivatives of the solution to (2.3)—(2.4) are bounded by the temporal derivatives and the
vorticity. Let @ =V x U and define

3 2
E@) =Y (I9ie]® +[0U]), and V(1) =} [[90lf3 . 2.7)
=0

=0

Lemma 2._3. Let (0,U) be the solution to (2.3)—~(2.4). There is a small constant d such that
if W(t) <, then there exists a constant Cy > 0 such that

W) < (V) +E@).
Proof. From the velocity equation (2.3), we have
Vo = —(6+41)°U,— (6+1)*(U-V)U —6Vo — (64 1)U, (2.8)
which implies, by the smallness of W (¢) and the Sobolev embedding H?(Q) — C°(Q), that

IVel* <c(IU]* +1U1%) +Cluli=IIVU | + ||ollz-[ Vo

2.9)
< C(IUIP+1U:?) +Cw (2)*.
The continuity equation (2.3); implies
V.U=-6,-U-Vo—-oV-U. (2.10)

Therefore, we obtain
IV-UIP <c(llo]?+w(n)?). @.11)
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Using Lemma 2.2 with s = 1 and (2.11) we have

i < c(llol*+1V-UlP +[lU]?)
< C(llol? +llo* + U]* +W(2)?).

Next, we take temporal derivatives of (2.8) and (2.10). It is clear that every temporal
derivative up to order two of Vo and V - U is again bounded by E(¢). Furthermore, together
with an induction on the number of spatial derivatives, the same is true for any derivative
up to order two of Vo and V - U. By applying Lemma 2.2 with s = 1,2, 3 respectively and
using the smallness of W(r) we finally deduce the lemma. This completes the proof of
Lemma 2.3. O

Lemma 2.3 reduces the estimate of W (7) to those for E(r) and V (¢). Our next goal is to
deal with the estimates of E(¢) and V (¢).

Lemma 2.4. There is a constant C > 0 such that
d Q 1112 I77112 : 177112 3
EZ(II@GH +(0+DGU[*) +2 ) o+ 1)JU|> < CW(1)>. (2.12)
1=0 =0

Proof. Zero order estimate: Taking L? inner product of (2.3); with ¢ and (2.3), with U
respectively, adding the results and integrating by parts using the boundary condition we
get

1d
551 (ISP (e+ DU +l(0+ DU = = [ (o+1)2(U-V)V) -Udx+ [ o(c+1UPdx
from which we derive

1d

EE(HGHZJr||(6+1)U||2)+||(6+1)U||2 <C||(VU,0) |~ IU|*.

By the Sobolev embedding H?(Q) — C°(Q) and (2.5) we get

[SI[o%)

S0l + o+ DUIR) +2l(o+ DU < cw (o)

First order estimate: Differentiating (2.3) with respect to ¢, and taking L? inner products
we have

1d
5 7 UlodP + (e + DU ) + || + 1)U
1
:—‘/Q (2GI2VU+GZ(VGU[)+2(G+1)GI [(UV)U] 'Ut+(6+1)G[’Ut‘2

(6+1)*[(U- VU] U, + (6 + 1) [(U-V)U,] -Us +2(0 + l)GtU-Ut)dx,

where we have used the boundary conditions U - n|yq = 0 and U; - n|3q = 0. Simple esti-
mates then yield

3
~—(llo]*+ (o + DU|?) +2[ (o + DU |I* < CW(r)2.



On the isothermal compressible Euler equations with frictional damping 83

Second order estimate: Repeating the above procedure again for the second order tem-
poral derivatives, and noting that no term with order higher than three will appear, we get
the following

N\L»

d
E(Ilﬁnll2 +(o+ 1)U |?) +2[l(0+ 1)U | < CW (r)2.

Third order estimate: The third order estimate is tricky. We calculate 9}69;(2.1); +
93U -93(2.1), and get

%(H%Hz‘i‘H(G‘*'I)UmH ) +2[(6+ 1)Us? < CW(1)2 +CY (1), (2.13)
where
Y(@) = | ([1Val19041+ 0l VU] 6|+ [[ul (Ul + 01l VUL + Uil V05 + 3| V1] |V )
—/Q ([v-Vou + (0 + D)V Ui| 0w + [ (0+ 1)U V)Uis + (6+ 1) Vor| - Up ) dx
=l + b,

which can not be simply estimated by the Sobolev embedding H?(Q) — C°(Q). However,
the term /; can be estimated by using the Sobolev inequality ||f||;+ < C||f]|g:- Since all
the terms in /; have the same structure, to simplify the presentation, we only choose one of
them as a representative. For example,

/Q UitV [0 |dx < ||Uye | 14|V O || ]| Oe |
3
S CNUu |l [IVO: gt |0 | < CW ()2

Then we have \
I <CW(t)2. (2.14)

For the term I, after integration by parts we get

1 1
b= /Q (ZGﬁIV-U—FGmUm-V0+§|Um|2V- [(o+ 1)2U])dx <CW(r)?2. (2.15)
Combining (2.13)—(2.15) we have
d 2 3
E(”G’"H + (0 + DUu|?) +2[[(6+ DUsu||* < CW (1)3.
This completes the proof of Lemma 2.4. O

Lemma 2.4 contains the dissipation in velocity. In the next lemma we are going to
explore the dissipation in density.

Lemma 2.5. There exist constants cy,C > 0 such that

3 3
Z(Z/ — 9, 'c0j0) dX>+lealG|2<CW 1)+ Z l(o+1)U|?.  (2.16)
=172 -
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Proof. First of all, by definition and Poincaré’s inequality we know that ||c||> = [|p — 1||*> <
C||Vol|?. Using (2.9) we obtain

lol* < CIUI>+ 1U:17) +W ().

Dividing the second equation of (2.3), by (64 1) we have

v
U+ (U VU + 2 = U, 2.17)
o+1
Calculating 9,(2.3); — V- (2.17) we get
Vo
cn+v.(Uc),—v-[U-VU+G—H+U}:o. (2.18)

Taking L? inner product of (2.18) with ¢ we get

d 2 Vo
7(/ Gthx)—HG,H —/(Uc)t-VdeJr/ [U-VU+—+U} Vodx =0,
dt\Jo Q Q c+1

which gives
d 3
— i (fyooax) ol < W) Vel + U ) (2.19)

Combining (2.19) and (2.9) we have

d 3
(] oox) + il < v )} + U1+ 01P),

Next, we take temporal derivatives of (2.18). Similar derivations show that
d 3
— 5 ([ sv0uax) +lloul < W) + |l + U ).

d 3
Cdt (/Q(SztGde) + HGttt”2 < C(W( )T+ HUttH2+ | Uit || )

When W (¢) is small enough, we have |6+ 1| > 1/2, which together with the above estimates
imply (2.16). This completes the proof of Lemma 2.5. O

Now, we are ready to combine Lemma 2.4 and Lemma 2.5 to characterize the total
dissipation. For this purpose, we let C; = max{2,co}, and define

3
G(r) =Y. (lool* + ll(s+ 1)ojU|?),

=0
= GG(t) Z/ (9 'od/0)
3
_czz (l8ls]2 + [l(c+ DU 1?) Z/ (! 'odlo)

It is easy to see that E1(¢) > 0 for any # > 0. Then we have
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Lemma 2.6. There exist constants C3,C > 0 such that

w

%El(t)—&—QG(t) <cw(n)l. (2.20)

Proof. Cy x (2.12) 4 (2.16) yields

(S]]

d > 177112 > <112 3
B (1) +Coz§) [(c+1)aU|| +l:2‘6 |ola|* < CW (r)>. (2.21)
Let C3 = min{cy, 1}, then (2.20) follows directly from (2.21). O

The next lemma is contributed to the estimate of V(¢) defined in (2.7).

Lemma 2.7. For V(t) defined in (2.7), there exists a constant C > 0 such that

[SI[o%)

d
Ev(t) +2V(t) <CW(1)2. (2.22)
Proof. Taking the curl of (2.17) we have
o,+0=-U-Vo+o-VU—-o(V-U).

Let d denote any mixed time and spatial derivative of order 0 < |d| < 2, then by taking any
mixed derivative of the above equation, we get

00 + 00 =0{-U -Vo+o-VU —o(V-U)}.

Taking L? inner product of the above equation with dw we get
1d 2 2 3
5 77 190@)[I7 + [dw(@)[|” < CW(r)2.

Finally, we deduce the lemma by summing up the above inequality for all 0 < |d| < 2. This
completes the proof of Lemma 2.7. O

Having Lemmas 2.3-Lemma 2.7 in hand, we now prove Theorem 2.1. From the defi-
nition of C, we can easily see that G(r) and E (¢) are equivalent, i.e., there exist constants
c1,c¢2 > 0 such that

C]E](l‘) < G(t) SCQE](t). (2.23)
Then, by (2.20) we have
%El (1) +c1C3E (1) < CW (1)1 (2.24)
Combining (2.22) and (2.24) we get
d 3
E(V(r) T E, (z)) n <2V(t) +e1GE (t)) <CW(1)3.
Let C4 = min{2,¢;C3}, then we have
d 3
v+ BE@O)+a (v +Em) oW, (2.25)



86 K. Zhao

On the other hand, it is easy to see that G(¢) and E(¢) are equivalent, i.e., there exist
constants c3,c4 > 0 such that

c3G(t) < E(t) < caG(t).
From Lemma 2.3 and (2.23) we see that
W(t) <G (V(t) +ereaky (t)).
Let Cs = max{Cy,cyc4C) }, then we get
W) < (V) + (). (2.26)

When W (¢) is sufficiently small, (2.25) and (2.26) yield

(v +E0) ra(vorEm) < S (Ve +E0).
Thus, we get

%(V(r)+E1(t)) +%(V(¢)+E1(t)) <0,

which yields the exponential decay of V (¢) + E; (¢). Finally, the exponential decay of W (¢)
follows from (2.26). This completes the proof of Theorem 2.1.

Remark 2.8. Theorem 2.1 applies directly to the case for d = 2. When d = 1, due to the
Sobolev embedding H' (Q) — C°(Q) in R, the regularity of the initial data can be lowered
to H?.

3 L entropy weak solutions

In this section, we will study the qualitative behavior of L™ entropy weak solutions to (1.1)—
(1.2) in one space dimension for large, rough initial data containing vacuum. Since the
velocity # may not be well-defined at vacuum in general, after introducing the momentum
m = pu, we can rewrite the one-dimensional version of (1.1) with y=1 as follows:

pt+mx:07

m; + (n[f—l-p)x— —m, G-

with the initial and boundary conditions

(p,m)(x,O) = (907m0)(x)a 0<x< 17
m’xZO :m’x:l = 07 t> 07

1
/ po(x) dx=p, > 0.
0

3.2)

Since, when the initial data is large or rough, shock will develop in finite time [52],
one has to consider weak entropy solutions. One of the main difficulties is that the weak
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solution may contain the vacuum state, where the system (3.1) experiences resonance since
two families of characteristics coincide; see [28], [29] and [30]. In this section, we consider
L™ entropy admissible weak solutions to (3.1) for physical initial and boundary data. We
now give the definition of entropy weak solutions to (3.1)—(3.2).

Definition 3.1. For every T > 0, we define a L™ entropy admissible weak solution to (3.1)-
(3.2) to be a pair of bounded measurable functions v(x,t) = (p(x,t),m(x,t)) satisfying the
following pair of integral identities:

T 1
/ / (py; +my,) dx dt + / poV dx =0,
0 0 t=0

T 1 m2
/ / (m\l!t+<+p)\|lx—m\|l> dxdt—l—/ moy dx =0,
0 0 ] t=0

for all y € C*(Ir) satisfying y(x,7) =0 for 0 <x <1 and y(0,7) = y(1,£) =0 forz >0,
where I+ = (0,1) x (0,T), and the initial and boundary conditions in (3.2) are satisfied in
the sense of trace and section (see Section 5 of [11]). Moreover, the entropy inequality

atne + axQe + mamne <0

is satisfied in the sense of distribution, where the entropy-entropy flux pair is given by

—m2+/p1 d L
ne—zp 0 ogs as, Qe—zpz mlogp.

Remark 3.2. In hyperbolic conservation/balance laws, when weak solutions are concerned,
uniqueness is usually lost. The entropy condition provides a selection criterion for physi-
cally relevant solutions to (3.1)—(3.2).

The following two theorems are the main results of this section.

Theorem 3.3. Suppose that the initial data (po,my) satisfy the conditions

0 < po(x) <M, po#0, |mo(x)] < Mapo(x),

for some positive constants M;(i = 1,2). Then, the initial-boundary value problem (3.1)—
(3.2) has a global weak solution (p(x,t),m(x,t)), as defined in Definition 3.1, satisfying the
following estimates:

0 < p(x,t) <Mz, |m(x,t)| <p(x,t)(Ms+|logp(x,1)]) ae.
for some positive constants M3 and M.

Concerning the long time behavior of the physical solution obtained in Theorem 3.3,
we have

1
Theorem 3.4. Suppose / po(x)dx = p, > 0. Let (p,m) be any L* entropy weak solution
0
to (3.1)—(3.2) defined in Definition 3.1, satisfying the estimates

0 < p(x7t> SMS < oo, |m(xat)‘ < p(xat)(M6+ ]10gp(x,t)|),
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where Ms, Mg are positive constants. Then, there exist constants C,} > 0 depending on
P«,Ms and initial data such that

H(p - p*am)('yt)Hiz([OJD <Ce™P ast— oo,

The proof of Theorem 3.3 is in the spirit of [4, 10, 11, 22, 24]. We construct the
approximate solutions by the method of vanishing viscosity. The €, T-dependent lower
bound and the €-independent upper bound of the approximate solutions are established by
using the arguments in [4, 10] and the invariant region theory [5, 33, 34] respectively. The
compensated compactness framework [22, 24] for the case y = 1 is then applied to the
sequence of approximate solutions to obtain a global weak entropy solution. The initial and
boundary conditions are satisfied in the sense of trace and section which are clearly stated
in Section 5 of [11], see also [19, 25, 43, 45], and we will omit the details.

The proof of Theorem 3.4 relies heavily on an elementary lemma which plays an impor-
tant role in the control of singularities near vacuum. Due to the roughness of the solution,
standard energy estimates can not be performed in this situation. Instead, we will start the
proof with defining an anti-derivative through the mass conservation law in order to gain
differentiability. The first step of our energy estimate will be carried out on the equation
satisfied by the anti-derivative, which is a nonlinear wave equation with source terms. Then
the entropy inequality will be implemented in order to deal with the nonlinearities in the
resulting energy estimate obtained in the first step. Although the initial and boundary condi-
tions are satisfied in the weak sense, the theory of divergence measure fields [3] guarantees
the eligibility of the calculations. Finally, Poincaré’s inequality on bounded domains will
be utilized to yield the exponential decay of the solution.

3.1 Global existence

There are several approaches to construct entropy weak solutions to (3.1)—(3.2). Here we
sketch a proof based on the approach of [11, 22, 24] by viscosity approximation. To con-
struct global L™ entropy weak solutions to (3.1), the following program is to be carried
out:

e To construct smooth approximate solutions via viscous perturbation of the hyperbolic
system and obtain an uniform €-independent L™ upper bound and a €, T-dependent
lower bound of the sequence of approximate solutions in order to extend any local
smooth solution to a global one.

e To show that the entropy dissipation pair M;(v*) + ¢, (v®) is compact in H,, CI and apply
the div-curl lemma [36] to reduce the Young measure associated with the flux func-
tion to the Dirac measure in order to conclude that the sequence converges strongly
in the L™ topology.

Usually, the first bullet can be accomplished by applying standard results on parabolic
equations together with the invariant region theory. When y > 1, the compensated com-
pactness frameworks established in [9, 10, 26, 27] are sufficient to conclude the second
bullet. However, when y = 1, the story changes drastically. In this case, since the entropy
equation is completely different from the case for y > 1, all the frameworks established in



On the isothermal compressible Euler equations with frictional damping 89

[9, 10, 26, 27] fail here. Fortunately, Huang and Pan [22] and Huang and Wang [24] gave
an important approach to recover this case. Based on their results, the second bullet can still
be achieved for the case Y= 1.

Step 1. Construction of approximate solutions and uniform L™ bound. Following the
general procedure in [4, 10, 11, 22, 24], let us consider the artificial viscous approximation
to the original system:

€ € __ €
pt +mx - 8pxx?

€)2
mj + ((n:) ) ) +ps = —m® +emt,,
X

€

(3.3)

with the initial and boundary conditions:

m8|x:0 = m£|x:1 =0,
Pili=0 = Pili=1 = 0; (3.4)
(pgjmg)()@o) = (p(s)’mg)(x)’

where
p6 = Bo+¢, BieCy([0,1]), 0<BG(x) <|pollz,

mi = poup,  up € G5 ([0,1]), up(x)] < [luollo-

and Bf, converges to pg in the weak™ topology of L*([0,1]) and uf converges to ug in the
strong topology of L?([0,1]). We remark that, the parabolic boundary conditions in (3.4)
are compatible with the hyperbolic boundary condition (3.2) according to [11], and (3.2)
will be recovered in the limiting process. Furthermore, under this setting, it holds that mj
converges to my in the weak™ topology of L=([0,1]).
The corresponding Riemann invariants of the hyperbolic system associated with (3.3)
are
we = pe, £ =pe ™. (3.5)

The set
X ={(pf,m") |0<z5F < M7, 0<w* <My}

is an invariant region for (3.3) due to [5, 34] (see also [22, 24]). Here, M7 > 0 is a suitably
large constant independent of € such that (p§j,m{) lies in X. This, together with the fact that
pt > d8(e,T) > 0 due to [4, 10] (In fact, according to Theorem 2.1 in [4], the solution to
the first equation of (3.3) can be expressed in terms of the fundamental solution of the heat
equation and the even periodic extensions(with period 2) of the initial data and the function
ut = m®/p®. Then by using the arguments in Section 4 of [10] and a corrected version of
Lemma 4.1 of [10] given by [2], one can show the lower bound of p?), gives

0 < p®(x,1) < Ms, [m"(x,1)| < p®(x,1)(Mo+ [logp®(x,1)|) (3.6)

for some constants Mg, Mg > 0 independent of €. We remark that the velocity u, may tend
to infinity as p® tends to zero (which is different from the isentropic case Y > 1). However,
one infers from (3.6) that |us| < Mg+ |logp?|. It is easy to see that the global existence of
smooth solutions to (3.3)—(3.4) follows from local existence result and the a priori estimate
(3.6). This completes the first step.
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Step 2. HI;E compactness and strong convergence. In order to obtain global solutions
to (3.1), it suffices to show the strong convergence of the sequence of approximate solutions
(p%,m®), extracting to a subsequence if necessary. However, with the uniform L= estimate
of the approximate solutions in hand, one can only infer the convergence in the weak*
topology, which is insufficient to handle the nonlinear term in (3.3). One thus has to use the
theory of compensated compactness. We then apply the frameworks developed in [22] and
[24] to conclude that there exist functions (p,m)(x,7) € L*((0,1) x (0,e0)) such that

(pt,m®) — (p,m) a.e.in (0,1) x (0,00) as € — 0,
and satisfy, by virtue of (3.6):
0<p(x,1) < Mg, |m(x,1)| < p(x,) (Mo -+ [logp(x,)]) ae.in (0,1)x (0,),

Then it is straightforward to verify that (p,m) is an entropy weak solution to (3.1). Fur-
thermore, the solution satisfies the initial and boundary conditions in the sense of trace and
section, see [11, 19, 25, 43, 45]. This completes the proof of Theorem 3.3.

3.2 Long time behavior

We now turn to the proof of Theorem 3.4. First of all, we give a simply lemma which
will play an important role in controlling singularities near vacuum.

Lemma 3.5. Let 0 < p <A <ooand 0 <a<p,. <A for some constants a and A. Then
there exist constants dy,d, > 0 depending on p, and A such that

p P
dl(p—p*)zg/o logsds—/o logs ds —logp.(p—ps) < da(p—p+)>. (3.7)

Proof. Step 1. Let us consider the function

2

1(0) = -(p—p* = [ logsds [ logs di-+logp.(p—p.).

It is obvious that f is a continuous function of p > 0. Since f(0) = p, > 0 and f(p.) =0,
there exists a p satisfying 0 < p < p, such that

P

flp) > 2*>0 YOo<p<p.

Step 2. We fix p and consider the function

1
g(p) = p(p p.)? /logsds+/ logs ds+1logp.(p—ps), for p<p<A.

We note that g(p,) = 0 and g’(p.) = 0. Moreover, since

1 1
g”(P):E—B>0> for p<p <A,
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we conclude that
g(p) >0, for p<p<A.

Step 3. Let d; = max{2/p., 1/2p}. Then it is easy to see, from the first two steps, that

p P
dl(p—p*)z—/0 logsds—/0 logs ds—logp.(p—p«) >0, VO<p<A.

This proves the second inequality of (3.7).

Step 4. To show the first part of (3.7), we notice, by Taylor’s Theorem, that

1

p P
/ logs ds—/ logs ds —logp.(p—p«) = =
0 0 28

for some & satisfying 0 < & < A. Thus, we have

P P 1
/ logs ds—/ logs ds —logp.(p —ps«) > ﬂ(p—p*)z.
0 0

This completes the proof of Lemma 3.5.
We then set
W=Pp—pPx, Z=m,

which satisfy
W +2, =0,
2
m
z+ (—) +(Pp—ps)x+z=0,
P /x

and '
/0 w(x,t)dx = 0.
Define .
) = = [ wigne,
which implies that
Ix=—"W=px—pP, =2
Since . X
| pteniar= [ powidx=op..
we have
y(0,¢) =y(1,1) =0.
Therefore the second equation of (3.8) turns into

Yir + ("j)ﬁ (p—ps+)x+y: =0.

Taking L? inner product of (3.9) with y we have

ayy Le g ! 2 U'm

(3.8)

3.9
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By definition of y, we get

jt/ (y;y+ dx+/ dx:/ ZF:)*dx (3.10)

In order to deal with the nonlinearity, we now use the entropy inequality, rather than the

usual energy method. Let
m? P m?
Ne = 2p+/0 logsds, ¢q.= 2p2 +mlogp

be the mechanical energy and related flux. We define

P
n*zna—é logs ds —logp.(p—p+).

Thus, by the definition of entropy weak solutions, the following entropy inequality
holds in the sense of distribution:

mZ
Nur +102 P4 (P — P )r + Gex + F <0.

By the conservation of mass and theory of divergence-measure fields [3], we have

dt/ n*dx—i—/ % e <o, 3.11)

Choosing K = max{2, 2Ms+p..}, where M5 is the same constant appearing in Theorem
3.4, we add (3.10) to (3.11) x K and use the expression of 1, to get

d /K 1 K —
— K d
dt/o <2py, +yyz—l—2 ’+KG(p) dx—l—/ x+/0

P 2ax<0, (.12

where

p P+
:/ logs ds—/ logs ds—1logp.(p —p«)-
0 0

Our next goal is to compare the terms inside the temporal derivative with the diffusion
terms of (3.12). Clearly, Lemma 3.5 implies

1 1
/ KG(p)dx < de/ yidx
0 0

On the other hand, since 0 < p < M5 and y|,—o,1 = 0, Poincaré’s inequality implies that
there is a positive constant d3 such that

/I(K S )dx</l<K 2 1oy )dx
0 zp)’t Yyt 2)’ = Jo Zpyt 2yt y

_ 1
<dj (/ p*ytzdx+/ y%dx).
o P 0
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Therefore, for dy = 2max{d,K,d3}, it holds that

'K , 1, )
[ G+ +KG(p)>dx§d4</ dx+/ (3.13)

From (3.12)—(3.13), we conclude that

d 1/ K 1 9 1, K
dt <
dt/o <2py’ +yy,+2y +KG(p))dx—|—d5/0 <2pyt +yyz+2y +KG(p))dx_O,

where ds =d, !, This implies that

/K 1
| (5533 57> +KG(p) )ax < deexp —dst}: (3.14)
0 \2p 2

Furthermore, since K > 2M5 > 2p, we know that

1
Y +diK(p—p.)*

K 1
(%y? +yye+ §y2 +KG(P)) > y? +yi+

yi+diK(p—p.)?,

l\) \

where we have used the first inequality of (3.7). Therefore, (3.14) yields

1
/ m? + (p — p.)?dx < dyexp{—dst}.
0

This completes the proof of Theorem 3.4.
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