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Abstract

In this paper we consider a wave equation with a weak frictional damping. We estab-
lish an explicit and general decay rate result, using some properties of convex func-
tions. Our result is obtained without imposing any restrictive growth assumption on
the frictional damping term.
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1 Introduction

In this paper we are concerned with the following problem
utt −∆u+α(t)g(ut) = 0, in Ω× (0,∞)
u = 0, on ∂Ω× (0,∞)
u(x,0) = u0(x), ut(x,0) = u1(x), x ∈Ω,

(1.1)

a weakly damped wave equation associated with homogeneous Dirichlet boundary condi-
tions and initial data in suitable function spaces. Here Ω is a bounded domain of IRn (n≥ 1)
with a smooth boundary ∂Ω and α,g are specific functions. For n = 1 and Ω = (0,L), for
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instance, u represents the displacement of a vibrating string of length L, which is clamped
at its two ends and subjected to the effect of a weak nonlinear dissipation.

Stabilization of the wave equation by internal or boundary feedbacks has been widely
studied in the literature. Zuazua [19] proved the exponential stability of the wave equation
by a locally distributed internal feedback depending on the velocity in a linear way. Ko-
mornik [6] and Nakao [18] extended, with different methods, the result of Zuazua treating
the case of a nonlinear damping term with a polynomial growth near the origin. In fact, for
system (1.1) with α ≡ 1, if g satisfies

c1 min{|s| , |s|q} ≤ |g(s)| ≤ c2 max{|s| , |s|1/q}

where c1,c2 positive constants and q > 1, it was proved that

E(t)≤C(E(0)) t−2/(q−1), ∀t > 0,

and for q = 1 the decay rate is exponential. Similar results were also obtained for frictional
dissipative boundary condition (see [7, 8, 9, 20]). In the presence of a weak frictional
damping, Benaissa et al. [3] treated system (1.1) for g having a polynomial growth near the
origin and established energy decay results depending on α and g.

Decay results for arbitrary growth of the damping term have been given for the first time
in the work of Lasiecka and Tataru [10] in which the wave equation is damped by boundary
feedback. They showed that the energy decays as fast as the solution of an associated dif-
ferential equation whose coefficients depend on the damping term. On the same line, Liu
and Zuazua [14] studied the case of the internally distributed damping and Lasiecka and
Toundykov [11,12] and Cavalcanti et al. [4] dealt with the cases where a source is compet-
ing with the internal or boundary frictional dissipation considering Dirichlet or Neumann
boundary conditions. Martinez [15, 16] treated the damped wave equation and used the
piecewise multiplier technique developed by Liu [13] combined with nonlinear integral in-
equalities to establish explicit decay rate estimates. Though the decay rates obtained in
these results are explicit and easy to compute, they are not optimal for some cases includ-
ing the case of the polynomial growth. In [1], Alabau-Boussouira used a method based on
weighted integral inequalities and some convexity arguments to establish a semi-explicit
formula for the energy decay rate of the wave equation, damped by a unique internal or
boundary feedbacks, for which the optimal exponential and polynomial decay rate esti-
mates are only special cases. It is also worth mentioning the work of Cavalcanti et al. [5]
concerning the following problem

utt −∆u+
R t

0 h(t− τ)∆u(τ)dτ = 0, in Ω× (0,∞)
u = 0, on Γ0× (0,∞)
∂u
∂ν
−

R t
0 h(t− τ) ∂u

∂ν
(τ)dτ+g(ut) = 0, on Γ1× (0,∞)

(1.2)

in which the uniform stability of (1.2) has been proved, with more general assumption
on the relaxtion function h and no growth assumption on the boundary frictional damping
function g. They established explicit decay rate results, depending on h and g, for some
special cases and implicitly for the general case. In [17], Messaoudi and Mustafa improved
the results of [5], with weaker conditions on h and g, and obtained an explicit and general
formula for the energy decay rate of system (1.2).
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Our aim in this work is to investigate (1.1), in which the damping considered is mod-
ulated by a time dependent coefficient α(t), and establish an explicit and general decay
result, depending on g and α, for which the optimal exponential and polynomial decay rate
estimates are only special cases. More precisely, we intend to obtain a general relation
between the decay rate for the energy (when t goes to infinity) and the functions g and α

without imposing any restrictive growth assumption on the frictional damping term. The
result of this paper provides an explicit energy decay formula that allows a larger class of
functions g and α, from which the energy decay rates are not necessarily of exponential
or polynomial types (see the examples in section 3). The proof is based on the multiplier
method and makes use of some properties of convex functions including the use of the
general Young’s inequality and Jensen’s inequality. These convexity arguments were intro-
duced and developed by Lasiecka and co-workers [4, 10-12] and used by Liu and Zuazua
[14] and Alabau-Boussouira [1]. The paper is organized as follows. In section 2, we present
some notations and material needed for our work. The statement and the proof of our main
result will be given in section 3.

2 Preliminaries

We consider the following hypotheses
(H1) α : IR+ → IR+ is a nonincreasing differentiable function.
(H2) g : IR → IR is a nondecreasing C0 function such that there exist constants ε, c1, c2 > 0
and an increasing function G ∈ C1([0,+∞)), with G(0) = 0, and G is linear or strictly
convex C2 function on (0,ε] such that

c1|s| ≤ |g(s)| ≤ c2|s|p if |s| ≥ ε,

s2 +g2(s)≤ G−1(sg(s)) if |s| ≤ ε

and p satisfies

1 ≤ p ≤ n+2
n−2

if n > 2

1 ≤ p < ∞ if n ≤ 2.

Remarks
1. Hypothesis (H2) implies that sg(s) > 0, for all s 6= 0.

2. The condition (H2), with ε = 1 and p = 1, was introduced and employed by Lasiecka and
Tataru [10] in their study of the asymptotic behavior of solutions of nonlinear wave equa-
tions with nonlinear boundary damping where they obtained decay estimates that depend
on the solution of an explicit nonlinear ordinary differential equation. It was also shown
there that the monotonicity and continuity of g guarantee the existence of the function G
with the properties stated in (H2). In our present work, we consider the internal damping to
be modulated by a time dependent coefficient α(t), and establish an explicit and general en-
ergy decay formula, depending on both g and α, without imposing any growth assumption
near the origin on g and allowing g to have nonlinear growth at infinity.
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For completeness we state, without proof, the following standard existence and regular-
ity result (see [16]).
Proposition 2.1. Let (u0,u1) ∈ H1

0 (Ω)×L2(Ω) be given. Assume that (H1) and (H2) are
satisfied, then problem (1.1) has a unique global (weak) solution

u ∈C(IR+;H1
0 (Ω))∩C1(IR+;L2(Ω)).

Moreover, if
(u0,u1) ∈ (H2(Ω)∩H1

0 (Ω))×H1
0 (Ω)

then the solution satisfies

u ∈ L∞(IR+;H2(Ω)∩H1
0 (Ω))∩W 1,∞(IR+;H1

0 (Ω))∩W 2,∞(IR+;L2(Ω)).

Now, we introduce the energy functional

E(t) :=
1
2

Z
Ω

(
u2

t + |∇u|2
)

dx. (2.1)

We will use c, throughout this paper, to denote a generic positive constant.

3 The main result

In this section we state and prove our main result. For this purpose we establish several
lemmas.
Lemma 3.1. Let u be the solution of (1.1). Then the energy functional satisfies

E ′(t) =−α(t)
Z

Ω

utg(ut)dx ≤ 0. (3.1)

Proof. By multiplying equation (1.1) by ut and integrating over Ω, using integration by
parts, hypotheses (H1)-(H2) and some manipulations, we obtain (3.1) for any regular solu-
tion. This equality remains valid for weak solutions by a simple density argument.
Lemma 3.2. Assume that (H1) and (H2) hold. Then, for some positive constants N, c, and
m, the functional F defined by

F(t) := NE(t)+
Z

Ω

uutdx

satisfies, along the solution, the estimate

F ′(t)≤−mE(t)+ c
Z

Ω

(u2
t dx+ |ug(ut)|)dx

and
F(t)∼ E(t).
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Proof. Direct computations, using (1.1) and (3.1), yield

F ′(t) = NE ′(t)+
Z

Ω

u2
t dx+

Z
Ω

u∆udx−α(t)
Z

Ω

ug(ut)dx

= NE ′(t)+
Z

Ω

u2
t dx−

Z
Ω

|∇u|2 dx−α(t)
Z

Ω

ug(ut)dx

≤ −mE(t)+ c
Z

Ω

(u2
t dx+ |ug(ut)|)dx.

To prove that F(t)∼ E(t), we want to show, for suitable N, that

λ1E(t)≤ F(t)≤ λ2E(t) (3.2)

for some positive constants λ1 and λ2. For this, we use Young’s and Poincaré’s inequalities
to get Z

Ω

uutdx ≤ 1
2

Z
Ω

(u2 +u2
t )dx ≤ c

Z
Ω

(|∇u|2 +u2
t )dx

and Z
Ω

uutdx ≥−1
2

Z
Ω

(u2 +u2
t )dx ≥−c

Z
Ω

(|∇u|2 +u2
t )dx.

Then, for N large enough, we clearly obtain (3.2).
Now, let us choose 0 < ε1 ≤ ε such that

sg(s)≤min{ε, G(ε)} for all |s| ≤ ε1. (3.3)

Then, it is easy to show that{
c′1|s| ≤ |g(s)| ≤ c′2|s|p if |s| ≥ ε1,

s2 +g2(s)≤ G−1(sg(s)) if |s| ≤ ε1.
(3.4)

Considering the following partition of Ω

Ω1 = {x ∈Ω : |ut | ≤ ε1 }, Ω2 = {x ∈Ω : |ut |> ε1}

and using the embedding H1
0 (Ω) ↪→ Lp+1(Ω) and Hölder’s inequality give

Z
Ω2

|ug(ut)|dx ≤
(Z

Ω2

|u|p+1 dx
) 1

p+1
(Z

Ω2

|g(ut)|1+ 1
p dx

) p
p+1

≤ c‖u‖H1
0 (Ω)

(Z
Ω2

|g(ut)|1+ 1
p dx

) p
p+1

.

Then, Poincaré’s inequality and (3.4) yield

Z
Ω2

(u2
t dx+ |ug(ut)|)dx ≤ c

Z
Ω2

utg(ut)dx+ c
(Z

Ω

|∇u|2 dx
) 1

2
(Z

Ω2

utg(ut)dx
) p

p+1

≤ −cE ′(t)+ cE(t)
1
2
(
−E ′(t)

) p
p+1 ,
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which, using Young’s inequality and the boundedness of E, leads toZ
Ω2

(u2
t dx+ |ug(ut)|)dx ≤ cεE(t)

p+1
2 −CεE ′(t)≤ cεE(t)−CεE ′(t). (3.5)

Also, Z
Ω1

(u2
t dx+ |ug(ut)|)dx ≤

Z
Ω1

u2
t dx+ ε

Z
Ω1

u2dx+Cε

Z
Ω1

g(ut)2dx

≤
Z

Ω1

u2
t dx+ cεE(t)+Cε

Z
Ω1

g(ut)2dx. (3.6)

Hence, Lemma 3.2, (3.5), and (3.6) imply, for ε small enough, that the functional L =
F +CεE satisfies

L ′(t)≤−dE(t)+ c
Z

Ω1

(u2
t dx+g(ut)2)dx (3.7)

and
L(t)∼ E(t) (3.8)

We are now ready to state and prove our main result.
Theorem 3.3. Assume that (H1) and (H2) hold. Then there exist positive constants k1,k2,k3
and ε0 such that the solution of (1.1) satisfies

E(t)≤ k3G−1
1 (k1

Z t

0
α(s)ds+ k2) ∀t ≥ 0, (3.9)

where

G1(t) =
Z 1

t

1
G2(s)

ds and G2(t) = tG′(ε0t).

Here, G1 is strictly decreasing and convex on (0,1], with limt→0 G1(t) = +∞.
Proof. We multiply (3.7) by α(t) to get

α(t)L ′(t)≤−dα(t)E(t)+ cα(t)
Z

Ω1

(u2
t dx+g(ut)2)dx. (3.9)

• Case 1. G is linear on [0, ε]: Then, we deduce that

α(t)L ′(t)≤−dα(t)E(t)+ cα(t)
Z

Ω1

utg(ut)dx =−dα(t)E(t)− cE ′(t),

which gives, using (H1),
(αL + cE)′ (t)≤−dα(t)E(t).

Hence, using the fact that αL + cE ∼ E, we easily obtain

E(t)≤ c′e−c′′
R t

0 α(s)ds = c′G−1
1 (c′′

Z t

0
α(s)ds).

• Case 2. G is nonlinear on [0, ε]: To estimate the last integral in (3.10), we use, for I(t)
defined by

I(t) :=
1
|Ω1|

Z
Ω1

utg(ut)dx,
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Jensen’s inequality to get

G−1(I(t))≥ c
Z

Ω1

G−1(utg(ut))dx. (3.10)

Thus, using (3.4) and (3.11), we get

α(t)
Z

Ω1

(ut
2 +g2(ut))dx ≤ α(t)

Z
Ω1

G−1(utg(ut))dx ≤ cα(t)G−1(I(t)).

Therefore, (3.10) becomes

R′0(t)≤−dα(t)E(t)+ cα(t)G−1(I(t)), (3.11)

where R0 = αL +E, and R0 ∼ E because of (3.8).
Now, for ε0 < ε and c0 > 0, using (3.12) and the fact that E ′ ≤ 0, G′ > 0,G′′ > 0 on (0,ε],
we find that the functional R1, defined by

R1(t) := G′(ε0
E(t)
E(0)

)R0(t)+ c0E(t),

satisfies, for some a1,a2 > 0,

a1R1(t)≤ E(t)≤ a2R1(t) (3.12)

and

R′1(t) = ε0
E ′(t)
E(0)

G′′(ε0
E(t)
E(0)

)R0(t)+G′(ε0
E(t)
E(0)

)R′0(t)+ c0E ′(t)

≤−dα(t)E(t)G′(ε0
E(t)
E(0)

)+ cα(t)G′(ε0
E(t)
E(0)

)G−1(I(t))+ c0E ′(t). (3.13)

Let G∗ be the convex conjugate of G in the sense of Young (see [2] p. 61-64), then

G∗(s) = s(G′)−1(s)−G[(G′)−1(s)], if s ∈ (0,G′(ε)] (3.14)

and G∗ satisfies the following Young’s inequality

AB ≤ G∗(A)+G(B), if A ∈ (0,G′(ε)],B ∈ (0,ε]. (3.15)

With A = G′
(

ε0
E(t)
E(0)

)
and B = G−1(I(t)), using (3.1), (3.3) and (3.14)-(3.16), we arrive at

R′1(t) ≤ −dα(t)E(t)G′(ε0
E(t)
E(0)

)+ cα(t)G∗
(

G′(ε0
E(t)
E(0)

)
)

+ cα(t)I(t)+ c0E ′(t)

≤ −dα(t)E(t)G′(ε0
E(t)
E(0)

)+ cε0α(t)
E(t)
E(0)

G′(ε0
E(t)
E(0)

)− cE ′(t)+ c0E ′(t).

Consequently, with a suitable choice of ε0 and c0, we obtain

R′1(t)≤−kα(t)
(

E(t)
E(0)

)
G′

(
ε0

E(t)
E(0)

)
=−kα(t)G2(

E(t)
E(0)

), (3.16)
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where G2(t) = tG′(ε0t).
Since

G′
2(t) = G′(ε0t)+ ε0tG′′(ε0t)

then, using the strict convexity of G on (0,ε], we find that G′
2(t),G2(t) > 0 on (0,1]. Thus,

with R(t) = a1R1(t)
E(0) and using (3.13) and (3.17), we have

R(t)∼ E(t) (3.17)

and, for some k1 > 0,

R′(t)≤−k1α(t)G2(R(t)).

Then, a simple integration gives, for some k2 > 0,

R(t)≤ G−1
1 (k1

Z t

0
α(s)ds+ k2), (3.18)

where G1(t) =
R 1

t
1

G2(s)
ds. Here, we used, based on the properties of G2, the fact that G1 is

strictly decreasing on (0,1]. Using (3.18)-(3.19), we obtain (3.9).

Remark. If g satisfies

g0(|s|)≤ |g(s)| ≤ g−1
0 (|s|) for all |s| ≤ ε (3.19)

and
c1 |s| ≤ |g(s)| ≤ c2 |s| for all |s| ≥ ε

for some strictly increasing function g0 ∈ C1([0,+∞)), with g0(0) = 0, and positive con-
stants c1,c2,ε and the function G, defined by G(s) =

√ s
2 g0(

√ s
2), is strictly convex C2

function on (0,ε] when g0 is nonlinear, then (H2) is satisfied. This kind of hypotheses,
where (H2) is weaker, was considered by Liu and Zuazua [14], and Alabau-Boussouira [1].

Examples. We give some examples to illustrate the energy decay rates given by Theorem
3.3. Here, we assume that g satisfies (3.20) near the origin with the following various
examples for g0 :
(1) If g0(s) = csq and q≥ 1, then G(s) = cs

q+1
2 satisfies (H2). Then, using Theorem 3.3, we

easily obtain
E(t)≤ ce−c′

R t
0 α(s)ds if q = 1,

E(t)≤ c
(

c′
Z t

0
α(s)ds+ c

′′
)− 2

q−1

if q > 1.

(2) If g0(s) = e−1/s, then (H2) is satisfied for G(s) =
√ s

2 e−
√

2/
√

s near zero. Therefore, we
get

E(t)≤ c
(

ln(c′
Z t

0
α(s)ds+ c

′′
)
)−2

.
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(3) If g0(s) = 1
s e−1/s2

, then (H2) is satisfied for G(s) = e−2/s near zero. Then, we obtain

E(t)≤ c
(

ln(c′
Z t

0
α(s)ds+ c

′′
)
)−1

.

(4) If g0(s) = 1
s e−(lns)2

, then (H2) is satisfied for G(s) = e−
1
4 (ln s

2 )2
near zero. Thus, we have

the following energy decay rate

E(t)≤ ce−2
(

ln(c′
R t

0 α(s)ds+c
′′
)
) 1

2

.
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