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New de®nitions for the second-order characteristics of marked point processes are presented. Non-

reduced moment measures are involved in obtaining consistency with analogous de®nitions in the

random ®eld context. A certain ó-algebra replaces the current assumptions on stationarity and isotropy

so that the characteristics are still well de®ned even if such assumptions do not hold. The new

de®nitions and the present ones coincide for positive arguments if the marked point process is simple,

stationary and isotropic, and if the second-order product density exists. The different second-order

characteristics given in the literature are discussed. A renaming of one of the characteristics is

suggested since distinct characteristics have hitherto been known under identical names. Furthermore,

it is shown that arbitrary measurable functions with compact support can appear as second-order

characteristics of marked point processes.
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1. Introduction

Stationary and isotropic marked point processes form useful models in geology (Wen and

Sinding-Larsen 1997), medicine (Diggle 1983) and forestry (Gavrikov and Stoyan 1995;

Goulard et al. 1995; Penttinen et al. 1992; and Stoyan and Stoyan 1994). Stoyan et al. (1995)

give an introduction to general marked point processes. Important data-analytical tools for

investigating such processes are the second-order characteristics for both the locations and the

marks. This paper deals with theoretical aspects of second-order characteristics for marks.

Unnormed second-order characteristics are the mark variogram of Cressie (1993) and the

mark covariance functions of Cressie (1993) and Stoyan (1984a). Normed second-order

characteristics are Isham's (1985) mark correlation function and Stoyan's (1984b) k mm-

function; see also Penttinen and Stoyan (1989). Each characteristic is a function of the

distance between two points of the point process, i.e. the domain is the positive real axis.

Its behaviour is of interest on the whole domain in order to characterize the marked point

process; see WaÈlder and Stoyan (1996; 1998).

In Section 2, the present de®nitions for the characteristics are recalled and their names are

discussed. Two theorems highlight that the behaviour of a second-order characteristic of a

marked point process differs from that of a random ®eld. Theorem 2.1 shows that, under

some minor constraints, any measurable function with compact support can appear as a
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second-order characteristic for a marked point process. Theorem 2.2 shows that there are two

marked point processes with the same k mm-function but with quite different mark correlation

functions, if the k mm-function is non-negative on a ®nite interval and identically 1 elsewhere.

The present de®nitions may lead to functions that are not well de®ned at the origin or

where the value at the origin is inconsistent with the de®nitions given in the random ®eld

context. Therefore, new de®nitions are suggested in Section 3. They are introduced in two

ways. The ®rst approach, intuitive and geometrically based, still needs stationarity

assumptions but does not require isotropy. It leads to characteristics that are fully

consistent with those given in the random ®eld context. In the second approach the

de®nitions are based on a certain ó-algebra. Stationarity assumptions are then not required

in order to obtain characteristics that depend on the distance between two points only.

In Section 4, two examples of marked point processes and their second-order

characteristics are given. Secion 5 provides the proofs for and some extensions of the

statements in Section 2.

2. Present de®nitions and properties

Different notations have been used in the literature for the various second-order character-

istics. Here, we follow the notation of Stoyan and Stoyan (1994).

2.1. The present de®nitions

In contrast to conventional geostatistics, a second-order characteristic of a marked point

process should be interpreted as a conditional quantity. For example, the value of Isham's

mark correlation function at a point r equals the (usual) correlation coef®cient between two

marks given that the corresponding points are a distance r apart.

Consider a bounded sampling window. Then, in general, the probability of ®nding a pair

of points at a ®xed distance r is zero. Therefore it is dif®cult to de®ne conditional

quantities directly. Instead, a measure á(2)
f is considered, in the same way that certain

integrals are considered in the de®nition of an ordinary conditional expectation. The

derivative r(2)
f of á(2)

f (with respect to Lebesgue measure) depends on the intensity of the

marked point process. As only the marks are of interest, a normalized version k f of r(2)
f is

used to de®ne the second-order characteristics.

Let Ö be a stationary and isotropic, simple marked point process on Rd with non-

negative marks, and denote the Borel ó-algebra of Rd by B d. For an arbitrary measurable

non-negative function f on R2, the measure á(2)
f on R2d is de®ned by

á(2)
f (B1 3 B2) � E

X
[x1;m1],[x2;m2]2Ö

6�
f (m1, m2)1B1

(x1)1B2
(x2), B1, B2 2 B d ; (2:1)

see Penttinen and Stoyan (1989). (The symbol
P 6� signi®es that the sum runs only over pairs

of marked points [x1; m1] and [x2; m2] with x1 6� x2.) If á(2)
f has a Lebesgue density
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r(2)
f (y1, y2) then r(2)

f depends only on the distance r between the points y1 and y2 because of

the invariance assumptions. If f is identically 1, then the index f is dropped, i.e. we write

á(2) and r(2) for short. The measure á(2) is then the reduced second moment measure for the

corresponding unmarked point process Ö9 of Ö, and r(2) is the second-order product density

of Ö9. Let m be the mean mark of Ö, and de®ne

k f (r) � r(2)
f (r)

r(2)(r)
, (2:2)

where f stands for one of the following functions:

e(m1, m2) � m1,

c(m1, m2) � m1 m2

or

v(m1, m2) � m2
1:

Instead of the functions e and v, the functions e�(m1, m2) � m2 and v�(m1, m2) � m2
2

respectively may be used as they lead to the same k-functions, i.e. ke � ke� and kv � kv� .
Then, the mark variogram ã (Cressie 1993), the mark covariance function cov (Cressie 1993),

Stoyan's mark covariance function covS (Stoyan 1984a), Stoyan's k mm-function (Stoyan

1984b), and Isham's mark correlation function cor (Isham 1985) are de®ned, for positive r, as

ã(r) � kv(r)ÿ kc(r), (2:3)

cov(r) � kc(r)ÿ (ke(r))2, (2:4)

covS(r) � kc(r)ÿ m2, (2:5)

k mm(r) � kc(r)=m2, (2:6)

cor(r) � kc(r)ÿ (ke(r))2

kv(r)ÿ (ke(r))2
, (2:7)

respectively. The value at the origin of each function is de®ned as the limit value for r # 0, if

the function is de®ned for all positive values of r; see Stoyan et al. (1995, pp. 113ff.), Stoyan

and Stoyan (1994, pp. 291ff.), Stoyan (1990) and Isham (1985).

2.2. Properties and comments

A second-order characteristic for a stationary marked point process is only given Lebesgue

almost surely, since Lebesgue densities are involved in the de®nition of k f . Furthermore, the

function k f (r), and therefore all the characteristics, are unde®ned for distances r that do not

appear as inter-point distances of the marked point process. For example, if the point process
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is a hard-core process with hard-core radius R, then k f is unde®ned on the interval [0, R].

See Stoyan et al. (1995) for an introduction to hard-core processes.

Distinct characteristics have hitherto been known under identical names. In this paper,

one of the characteristics has been renamed, namely Stoyan's k mm- function, having been

introduced into the literature as the mark correlation function. Isham (1985) introduced

another mark correlation function, cor, whose de®nition is closer to the de®nition of the

correlation function for a random ®eld. Therefore, Isham's de®nition rather than Stoyan's

has been adopted here. Two different de®nitions for a mark covariance function were

introduced by Stoyan (1984a) and Cressie (1993); cf. (8.7.18) and (8.7.19) in Cressie

(1993). Cressie's covariance function cov is compatible with the classical de®nition of

covariance. That is to say, the value of the function cov at a point r can be interpreted as

the conditional covariance of the marks at two points a distance r apart. Stoyan's covS will

not be considered in the following since, given m, covS is obtained by a linear

transformation of the k mm-function.

Stoyan's k mm-function equals the conditional, non-centred moment measure kc up to the

normalizing factor m2. It carries different information than the mark correlation function or

the mark covariance function since the function ke that appears in the de®nition of cor and

cov is, in general, not identically constant for a marked point process (in contrast to the

corresponding quantity for a random ®eld); see Example 4.1 below. Stoyan's k mm-function

has been introduced for marked point processes with non-negative marks. Its de®nition can

be extended to marked point processes with arbitrary real valued marks if m 6� 0; see

Section 3.4. Henceforth, it will always be tacitly assumed that m 6� 0 whenever Stoyan's

k mm-function is used to characterize a marked point process with arbitrary marks.

The following two theorems, whose proofs are postponed to Section 5, give some insight

into the behaviour of the second-order characteristics of marked point processes. They hold

for Euclidean spaces of arbitrary positive dimension. Theorem 2.1 shows that, from a

practical point of view, almost any function (with compact support) can appear as a second-

order characteristic of a marked point process. This behaviour is in sharp contrast to the

con®ning property of positive de®niteness for a second-order characteristic of a stationary

random ®eld. Theorem 2.2 shows in particular that Stoyan's k mm-function and the mark

correlation function are not linearly dependent with a non-negative factor of proportionality,

unlike the corresponding characteristics for a stationary random ®eld.

Theorem 2.1. Let f be an arbitrary real-valued measurable function on (0, 1) with compact

support K. Then, there exist stationary and isotropic marked point processes with non-

negative marks such that, for positive arguments,

(a) f � cov;

(b) f � k mm ÿ 1 if f > ÿ1;

(c) f � cor if f takes values only in [ÿ1, 1].

If f > 0 then there exists a stationary marked point process with non-negative marks such

that f � ã for positive arguments lying in K.

Theorem 2.2. Let R be a ®nite positive number and let f (r) be a measurable function on
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(0, 1) that is identically 1 for r . R. Then, the function f is positive if and only if there exist

two stationary and isotropic marked point processes Ö1 and Ö2 with non-negative marks,

corresponding k mm-functions k(1)
mm and k(2)

mm, and corresponding mark correlation functions

cor(1) and cor(2) such that

k(1)
mm(r) � k(2)

mm(r) � f (r), r . 0, (2:8)

cor(1)(r) � ÿcor(2)(r), r . 0, (2:9)

and cor(1)(r) 6� 0 if 0 , r < R.

3. New de®nitions

New de®nitions, motivated in Section 3.1, are given in the traditional notation of stochastic

geometry in Section 3.2. Estimators are introduced in Section 3.3. In Section 3.4, the

de®nitions are generalized and given in the terminology of probability theory. Some

properties of the second-order characteristics are brie¯y discussed in Section 3.5.

3.1. Motivation

An important tool for characterizing an unmarked point process is Ripley's K-function; see

Stoyan and Stoyan (1994) and Stoyan et al. (1995). This function was originally de®ned only

for stationary and isotropic point processes; see Ripley (1977) or Ripley (1981, Section 8.1).

The isotropy assumption is often dropped, (see, for example, Cressie 1993, Sections 8.2.6 and

8.3.5), and even stationarity cannot be always assumed (Diggle et al. 1991), but the K-

function is used as if the stationarity and isotropy assumptions held. Cressie (1993, p. 618)

states that `versions [of the K-function] for more general [non-stationary] processes are

clearly needed'. Like the K-function, the second-order characteristics given in Section 2.1 are

strictly de®ned only for stationary and isotropic marked point processes. New de®nitions,

providing a theoretical framework for investigating (not necessarily stationary or isotropic)

marked point processes, will indirectly give a justi®cation for the use of characteristics like

Ripley's K-function when stationarity or isotropy assumptions do not hold. Another way of

extending Ripley's K-function to inhomogeneous point processes is given by Baddeley et al.

(1998).

The extension of the present de®nitions to anisotropic marked point processes is not

straightforward if we wish to keep the condition that the second-order characteristics depend

on the distance only. The reason is that the present de®nitions have been made from a

model-based point of view involving the second-order product density r(2) as the key

element. The latter depend only on the distance between two points (and thus the

characteristics can be de®ned) if and only if the marked point process is stationary and

isotropic. Changing the point of view towards statistical analysis provides the solution. From

the standpoint of statistics, the characteristics under consideration are `summaries' of the

marked point process. Such a summary can be based on and exactly de®ned by a
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corresponding ó-algebra. The summary, and thus the ó-algebra, must be chosen according

to the aim of the investigation. When data sets of different marked point processes are to be

compared, it might be suf®cient to use a statistic that depends only on the distance, even if

the marked point processes might not be isotropic. (Diggle et al. (1991) provide an example

in the case of unmarked point processes.) However, such a statistic would not be suitable

for investigating directional features.

In this paper, the choice of the ó-algebra will not be discussed. It will always be assumed

throughout that a suitable ó-algebra is the very simple one leading to characteristics that

depend on the distance.

The de®nition of k f in (2.2) involves the Lebesgue density r(2) of the measure á(2). An

example of a point process where á(2) does not have a Lebesgue density is a Poisson cluster

process where the daughter process consists of two points at a ®xed distance r0; see Stoyan

et al. (1995, pp. 150ff.) for an introduction to Poisson cluster processes. A closer look at

the de®nition of k f in (2.2) shows that such kinds of processes can be dealt with. Let ë be

the 2d-dimensional Lebesgue measure; then

k f (r) � r(2)
f (r)

r(2)(r)
� r(2)

f (x1, x2)

r(2)(x1, x2)
� dá(2)

f (x1, x2)=dë(x1, x2)

dá(2)(x1, x2)=dë(x1, x2)

� dá(2)
f (x1, x2)

dá(2)(x1, x2)
, (3:1)

where r � kx1 ÿ x2k. The right-hand side is well de®ned even if the second-order product

density does not exist.

The de®nition of the characteristics at the origin is not satisfactory for two reasons.

Firstly, it is tacitly assumed that the limit of a function given by (2.3), (2.4), (2.6) or (2.7)

exists as r # 0, if the function is de®ned for all positive values of r. Theorem 2.1, however,

shows that this assumption does not hold in general and it does not help to rede®ne the

function on a null set. Such a rede®nition is suf®cient for a measurable second-order

characteristic of a random ®eld to ensure the existence of that limit; see SasvaÂri (1994,

Theorem 3.1.2).

Secondly, the de®nitions cause inconsistencies at the interface between random ®eld

theory and point process theory. The random ®eld model of Mase (1996) and WaÈlder and

Stoyan (1996; 1997) is at this interface and is characterized by marks that are independent

of the locations. It is a basic model for marked point processes in the way that the Poisson

process is for unmarked point processes. WaÈlder and Stoyan's (1996; 1997) constructive

de®nition of the random ®eld model is the following. Let Î be a stationary and isotropic

random ®eld and Ö a simple, unmarked, point process that is independent of Î. Then, the

random ®eld model Ø is given by

Ø �
[
x2Ö

[x; Î(x)]: (3:2)

In a geostatistical context, the points of Ø describe deterministic or stochastic sampling

locations and the marks of Ø are the measured values of the random ®eld Î. Thus, the
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random ®eld model can also be characterized from a geostatistical point of view. However, a

second-order characteristic for the random ®eld coincides with that of the marked point

process only for positive arguments, but not necessarily at the origin. For example, in the

case of the nugget-effect model (see Wackernagel 1995, p. 218), the mark covariance

function is identically zero.

3.2. A geometrical approach

In this section, the marked point process Ö is assumed to be stationary and simple, and the

marks are assumed to be non-negative.

In the random ®eld context, the value of a second-order characteristic at r � 0 is

obtained as a one-point quantity. For example, the value at the origin of the covariance

function is the variance of the random ®eld at a ®xed single point. Following Capobianco

and Renshaw (1998), a two-point characteristic should also be replaced by a one-point

characteristic for r � 0 in the case of a marked point process. Therefore, the reduced

second moment measure is replaced by the non-reduced one in equation (2.1), i.e.
P6� is

substituted by
P

. The fact that only the distance between two points x1 and x2 is of interest

can be taken into account directly, exchanging the indicator function 1B2
(x2) in formula

(2.1) by 1 I (kx2 ÿ x1k), where I � [0, 1). We combine both aspects and replace á(2)
f in

(2.1) by ì(2�)
f , where

ì(2�)
f (B1 3 I) � E

X
[x1;m1],[x2;m2]2Ö

f (m1, m2)1B13 I (u(x1, x2)), (3:3)

I 2 B \ [0, 1), B1 2 B d and u(x1, x2) � (x1, kx1 ÿ x2k).
As the measure ì(2�)

f does not have a Lebesgue density, the function k�f is now

necessarily de®ned as

k�f �
dì(2�)

f

dì(2�)
ì(2�)-almost surely; (3:4)

cf. (2.2) and (3.1). (Analogously to Section 2, the index f is dropped if f � 1.) As the

marked point process is stationary, the function k�f depends on the second argument only.

De®nition 3.1. The mark variogram, the mark covariance function, the k mm-function, and the

correlation function are de®ned for non-negative r by equations (2.3), (2.4), (2.6), and (2.7),

respectively, with k replaced by k�. The function k�f is given by equation (3.4) and is

understood as a function depending on the second argument only.

The existing and new de®nitions coincide for positive arguments if the marked point

process is isotropic and the second-order product density exists. This can be seen as

follows. Let r be a positive constant, B1 2 B d and B � f(x1, x2) : x1 2 B1,

0 , kx1 ÿ x2k, rg. Then, by (3.3) and (2.1),

ì(2�)
f (B1 3 (0, r)) � á(2)

f (B): (3:5)
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Let dv(2)(x, r) � rdÿ1r(2)(r) dx dr; then the equalities (3.5), (3.4), (2.2) and a coordinate

transformation yield�
B13(0,r)

k�f dì(2�) �
�

B

k f (kx1 ÿ x2k)r(2)(kx1 ÿ x2k) dx1 dx2

�
�

B13(0,r)

k f (r) dv(2)(x, r) (3:6)

for all Borel sets B1 2 B d and all r . 0. As both k f and k�f are identically 1 for f � 1 by

de®nitions (2.2) and (3.4), the measures ì(2�) and v(2) are identical on B d 
 (B \ (0, 1)) by

(3.6). It follows that k�f � k f (ì(2�)-almost surely) for an arbitrary measurable function f

using (3.6) again.

3.3. Estimators

Estimators for the characteristics given in De®nition 3.1 can easily be constructed. For

positive arguments, known estimators for the characteristics given in Section 2.1 can be used,

even in the case of an anisotropic marked point process. Baddeley (1999) gives a

comprehensive overview of such estimators involving different edge corrections and kernel

smoothers. However, for r � 0, estimators based on one-point quantities are used. A simple

example for an estimator is given by way of illustration.

Let A be a sampling window in R2 and jAj the area of A. De®ne A� s � fs� x : x 2 Ag
for s 2 R2, and let f : R2 ! R be a ®xed function. The points of the point process within

the window A are denoted by xi and the corresponding marks are denoted by m(xi) for

i � 1, . . . , N . Let ä be a suitably small positive number; then an estimator k̂�f of k�f is

given by

k̂�f (h) �

1

N

XN

i�1

f (m(xi), m(xi)), h � 0,

XN

i, j�1
i6� j

f (m(xi), m(xj))1hÿä, kxiÿx jk<h�ä
j(A� xi) \ (A� xj)j

XN

i, j�1
i 6� j

1hÿä, kxiÿx jk<h�ä
j(A� xi) \ (A� xj)j

0BB@
1CCA
ÿ1

, h . 0:

8>>>>>>>><>>>>>>>>:
The estimator for a speci®c second-order characteristic is now obtained by choosing suitable

functions f i and composing the estimators k̂�f i
according to the formulae given in Section 2.

For positive arguments, the estimators obtained are identical to the estimators given in

Cressie (1993, p. 716).

3.4. A theoretical approach

Here, the de®nitions are given in terms of a certain ó-algebra. They will allow for negative

marks and extensions to more general Polish point spaces and real mark spaces. Yet they will
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agree with the de®nitions given in Section 3.2 if the marked point process is simple,

stationary and if the marks are non-negative.

The new approach is motivated by the simple observation that the function u in formula

(3.3) de®nes a sub-ó-algebra of the Borel ó-algebra B 2d . The function u itself will be

ignored and only the sub-ó-algebra considered. For the sake of generality and for ease of

notation, this sub-ó-algebra will be embedded in a larger ó-algebra, called S 2.

Let Ø be an arbitrary marked (with mark space M and ó-algebra M) or unmarked point

process on Rd . Let Øn be the point process whose realizations consist of n-vectors of

identical components (ø, . . . , ø), where ø is a realization of Ø. Then the nth moment

measure ì(n) of Ø is the intensity measure of Øn, i.e.

ì(n)(X ) � EØn(X ),

where X 2 (B d 
M)n or X 2 B dn.

In the following, Ö is an arbitrary, not necessarily stationary or simple, marked point

process where the nth moment measure of the corresponding unmarked point process is ó-

®nite. For convenience' sake, Ö is supposed to be a marked point process on Rd and the

marks are real-valued. Denote the product space of the point space Rd and the mark space

R by S, and let S be its product Borel-ó-algebra.

The subsequent function hC constitutes the basis for the de®nition of an nth-order

characteristic. Let C be a sub-ó-algebra of the product ó-algebra S n, and let ì(n)
C be the

restriction of ì(n) to C . Assume that h is a ì(n)-integrable or positive and measurable

function with domain Sn. Then, the C -measurable function hC is de®ned by

E

�
X

h(s) dÖn(s) �
�

X

hC (s) dì(n)
C (s) for all X 2 C : (3:7)

(Equality (3.7) is justi®ed by the Radon±Nikodym theorem, as E
�

(:) h(s) dÖn(s) is absolutely

continuous with respect to ì(n).)

Let Ö be a simple marked point process and n � 2; then the left-hand side of equation

(3.7) reduces to

E
X

[x1;m1],[x2;m2]2Ö
h([x1; m1], [x2; m2])1X ([x1; m1], [x2; m2]), X 2 C : (3:8)

Compare (3.8) with the right-hand side of (3.3), where f takes the role of h. A function u is

included in (3.3), whereas in (3.8) the set X is required to be an element of C .

For B 2 B d and positive R, let

CB,R � f([x1; m1], [x2; m2]) : x1 2 B, kx1 ÿ x2k < R, m1 2 R, m2 2 Rg

and let C be the ó-algebra generated by fCB,R : B 2 B d , R . 0g. If Ö is stationary and the

marks are non-negative, then the function hC on the right-hand side of (3.7) coincides with

k�f for h([x1; m1], [x2; m2]) � f (m1, m2). That is to say, (3.8) equals ì(2�)
f (B, [0, R]) for

X � CB,R. Then, (3.4) and (3.7) yield

Second-order characteristics of marked point processes 107



�
B3[0,R]

k�f dì(2�) �
�

C B, R

hC dì(2)
C

and, in the same way as for (3.6), it can be concluded that k�f equals hC if both are

understood as functions that depend on the distance only.

De®nition 3.2. Let Z be an ensemble of bounded non-overlapping sets of Rd with positive

Lebesgue measure that cover Rd. Fix an arbitrary element Z0 of Z and let

M([x1; m1]) � m1,

E([x1; m1], [x2; m2]) � m1,

C([x1; m1], [x2; m2]) � m1 m2,

V ([x1; m1], [x2; m2]) � m2
1,

D � ó (Z 3 fÆ, Rg)
and

C � ó (ff([x1; m1], [x2; m2]) : x1 2 Z, kx1 ÿ x2k < R, m1 2 R, m2 2 Rg : Z 2Z, R . 0g):
(3:9)

For x1 2 Z0, x2 2 Rd, and s � ([x1; :], [x2; :]), let

E�(kx1 ÿ x2k) � EC (s) (ì(2)
C almost surely), (3:10)

C�(kx1 ÿ x2k) � CC (s) (ì(2)
C almost surely), (3:11)

V�(kx1 ÿ x2k) � VC (s) (ì(2)
C almost surely), (3:12)

m� � MD (x1):

Then, the functions ã�, cov�, k�mm, and cor� are de®ned on [0, 1) as

ã�(r) � V�(r)ÿ C�(r),

cov�(r) � C�(r)ÿ (E�(r))2,

k�mm(r) � (m�)ÿ2C�(r), (3:13)

cor�(r) � C�(r)ÿ (E�(r))2

V�(r)ÿ (E�(r))2
: (3:14)

Note that the functions on the left-hand side of (3.10)±(3.12) are well de®ned as the

functions on the right-hand side are constant for kx1 ÿ x2k � const: and x1 2 Z0. The

function MD is constant on Z0.
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The ensemble Z can be interpreted as a set of sampling windows that cover Rd, and Z0

is the sampling window one is actually interested in. In the case of a stationary point

process, the particular choice of the sampling window does not matter, since two functions

of a characteristic that are de®ned on different windows Z0 and Z1 are identical (almost

everywhere). Equation (3.7) and the subsequent comments show that the above de®nitions

coincide with those given in Section 3.2 if the marked point process is stationary and

simple and if the marks are non-negative. De®nition 2 is also sound for non-stationary

marked point processes as averaging a function over a bounded area remains feasible.

The new de®nitions do not lead to characteristics that are able to deal with directional

features of anisotropic point processes. However, by using a different ó-algebra in (3.9), any

directional property can be taken into account. For example, the ó-algebra C ,

C � ó (ff([x1; m1], [x2; m2]) : x1 2 Z, x1 ÿ x2 � r(cosá, siná), r < R,

á 2 (ÿð=4, ð=4] [ (3ð=4, 5ð=4], m1 2 R, m2 2 Rg : Z 2Z, R . 0g),
and the corresponding characteristics enable the handling of two main directions of

anisotropy.

3.5. Properties

The following relations hold if Ö is simple:

ã�(0) � 0, cor�(0) � 1, V�(0) � C�(0):

If Ö is stationary, then

E�(0) � m � MD :

If additionally, suitable mixing conditions are satis®ed then

E�(0) � E�(1), C�(1) � m2, V�(0) � V�(1), k�mm(1) � 1:

4. Examples

In order to illustrate the characteristics de®ned in Section 3, two examples from Isham (1985)

and WaÈlder and Stoyan (1996; 1997) are reconsidered. In the following, U (r, R1, R2) is the

volume of the union of two spheres with radii R1 and R2 whose centres are a distance r apart;

the volume of the d-dimensional unit sphere is denoted by bd.

Example 4.1. The mark variogram ã� of the following marked point process is a

conditionally negative de®nite function, and both the mark covariance function cov� and

the mark correlation function cor� are positive de®nite. However the properties of the

function k�mm imply that the marked point process is not a random ®eld model (3.2).
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Let Ð be a stationary Poisson process on Rd with intensity ë and, for a ®xed radius R,

let the mark of a point x 2 Ð equal the number of points in the sphere b(x, R) excluding x

itself. If a(r, R) � 2bd Rd ÿ U (r, R, R), then

ã�(r) � ëbd Rd ÿ ëa(r, R), r > 0,

cov�(r) � ëa(r, R), r > 0,

k�mm(r) � 1� ëa(r, R)� (2ëbd Rd � 1)10 , r<R

(ëbd Rd)2
, r > 0,

cor�(r) � bÿ1
d a(r=R, 1), r > 0:

The function k�mm has jump discontinuities both at the origin and at r � R which can be

explained by the jump discontinuities of the function E�(r) � ëbd Rd � 10, r<R. As

k�mm(0�) . k�mm(0), the function k�mm cannot be positive de®nite; see SasvaÂri (1994, Theorem

1.4.1).

The graphs of k�mm and cov� are shown in Figure 1 for d � 2, ë � 1 and R � 1.

Example 4.2. Let Ð be a stationary Poisson process on the plane and let the mark m(x) of a

point x 2 Ð be the distance between x and its nearest neighbour in Ð. If Ö is the error

function, i.e. Ö(x) � 2ðÿ1=2
� x

0
exp(ÿt2) dt, then

Figure 1. The functions k�mm (dashed curve and single point) and cov� (solid curve) of Example 4.1

with ë � 1, R � 1 and d � 2.
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ã�(r) � 1ÿ eÿëðr2

ëð
ÿ
� r

0

� r

0

eÿëU (r,s, t) ds dt,

cov�(r) �
� r

0

� r

0

eÿëU (r,s, t) ds dt ÿ fÖ((ëð)1=2 r)g2

4ë
� 4ÿ ð

4ëð
1r�0,

k�mm(r) � 4ë

� r

0

� r

0

eÿëU (r,s, t) ds dt � 4

ð
1r�0,

cor�(r) � ë
� r

0

� r

0
eÿëU (r,s, t) ds dt ÿ fÖ((ëð)1=2 r)g2=4

(1ÿ eÿëðr2
)=ðÿ fÖ((ëð)1=2 r)g2=4

1r . 0 � 1r�0:

Figure 2 shows the graphs of these functions for ë � 1. Notice that the values of the functions

ã� and cov� have been multiplied by 20.

Some properties of the functions are worth mentioning. Clearly, cov� is not a positive

de®nite function, although cor� possibly is and ã� might be conditionally negative de®nite.

Furthermore, there is a remarkable difference between the value of cov� at the origin and

its local maximum around 0.8. The functions ã�(r), k�mm(r) and cov�(r) tend to zero as

r! 0 since the marks of two points a distance r apart have values between 0 and r. The

fact that cor�(r) tends to a positive value as r! 0 is somewhat surprising.

Figure 2. The functions k�mm (long dashed curve and point (0, 1.273)), cor� (solid curve and point

(0, 1)), 20ã� (dotted curve), and 20cov� (short dashed curve and point (0, 1.366)) of Example 4.2

with ë � 1.
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5. Proof and extension of Theorems 2.1 and 2.2

The following Theorem 5.1 shows that there is a marked point process whose characteristics

E�, C� and V� (see De®nition 3.2) equal the functions E, C and V, respectively, on a ®nite

interval (0, R] if the functions E, C and V are measurable and satisfy the inequalities

0 < V ÿ E2 and jC ÿ E2j < V ÿ E2:

These inequalities guarantee that, for each r 2 (0, R], the terms V (r)ÿ E(r)2 and

C(r)ÿ E(r)2 de®ne a proper variance and covariance, respectively. Thus the above

conditions for E, C and V cannot be weakened.

Theorems 2.1 and 2.2 are consequences of Theorem 5.1. As the assertion of Theorem 5.1

is fairly general, Theorems 2.1 and 2.2 can be seen purely as special cases of the former, so

that they are corollaries rather than assertions in their own right. Further assertions like

those given in Theorem 2.2, where the k mm-function or the mark correlation function is

replaced by another second-order characteristic, can also be obtained by Theorem 5.1.

Theorem 5.1. Let R be a positive ®nite number, and let C, E and V be measurable real

functions on (0, 1) such that

E2 < V , C < V , 2E2 ÿ C < V :

Assume that m � E, if E is constant, and

m 2 inf
0, r<R

(E(r)), sup
0, r<R

(E(r))

 !
,

otherwise. Then, for any dimension d > 1, we have the following:

(a) There exists a stationary and isotropic marked point process Ö on Rd such that, for

almost all r 2 (0, R],

E�(r) � E(r), C�(r) � C(r) V�(r) � V (r);

and for almost all r . R,

E�(r) � m � m and C�(r) � m2:

(b) If, additionally, E and C are non-negative functions and if, for any positive r, the

equality E(r) � 0 implies that both C(r) and V (r) are 0, then Ö can be chosen such that

the marks are non-negative and the conditions in part (a) are satis®ed.

The idea of the proof is to de®ne a point process where each realization consists of two

points only. For two given points a distance r apart, random marks are easily constructed

such that the respective second-order characteristics have the desired values. That is to say,

the three inequalities in Theorem 5.1 guarantee that ó 2 � V (r)ÿ E(r)2 > 0 and that

jôj < ó 2 with ô � C(r)ÿ E(r)2. Then at least a bivariate normal distribution with

expectation E(r), variance ó 2, and correlation ô=ó 2 exists.

An analogous stationary point process is obtained by a modi®ed MateÂrn hard-core
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process consisting of suitably chosen pairs of points. For the MateÂrn hard-core processes,

see Stoyan et al. (1995) and the references therein.

Proof of Theorem 5.1. (a) The idea is to de®ne a modi®ed MateÂrn hard-core process of type

I, called Ö, by means of a certain marked Poisson process Ð. Based on Ö, a marked point

process Ø consisting of pairs of points will be de®ned that satis®es the conditions in

Theorem 5.1.

The assumption on m implies that there exists a probability measure P with

supp(P) � (0, R] and P(f0g) � 0, such that�
(0,R]

E(r) dP(r) � m � m: (5:1)

Denote the uniform distribution on the sphere Sdÿ1 by U (Sdÿ1). Let Ð be a stationary

marked Poisson point process with independent and identically distributed marks. A mark m

consists of the tuple (á, î, æ1, æ2), where á, î, æ1 and æ2 are independent random variables

and

á � U (Sdÿ1), î � P, æ1 � N (0, 1), æ2 � N (0, 1):

The marked point process Ö consists of all the points [x; (á, î, æ1, æ2)] 2 Ð for which the

union of the spheres b(x, 2R) [ b(x� Rá, 2R) contains no further (unmarked) point of Ð
except x itself. The marks of Ð are carried over. The marked point process Ø is de®ned in

the following way. Each point [x1; (á, î, æ1, æ2)] 2 Ö gets a neighbour x2 whose position

depends on the variables á and î : x2 � x1 � îá. The marks of x1 and x2 are real numbers

and are denoted by u1 and u2, respectively. They depend on î, æ1, and æ2: let ó 2 �
V (î)ÿ (E(î))2 and ô � C(î)ÿ (E(î))2. Let A(s, t) be a symmetric 2 3 2 matrix depending

measurably on s and t such that A2(s, t) � (s t
t s). Then, the marks u1 and u2 are de®ned as

u1

u2

� �
� A(ó 2, ô)

æ1

æ2

� �
� E(î)

E(î)

� �
:

Hence, the second-order characteristics of Ø are de®ned for almost all r . 0. They satisfy the

conditions in Theorem 5.1 for values r < R by construction of the pairs of marked points.

For r . R, the marks are independent; thus, C�(r) � E�(r)2 and E�(r) � m by (5.1).

(b) If both E and C are non-negative and if the equality E(r) � 0 implies

C(r) � V (r) � 0, then the above construction of the locations is kept. However, a mark

of Ð consists now of the tuple (á, î, æ1, æ2, æ3) where á, î, æ1, æ2 and æ3 are independent

and

á � U (Sdÿ1), î � P, æ1 � U (0, 1), æ2 � U (0, 1), æ3 � U (0, 1):

Here U (0, 1) is the uniform distribution on the interval (0, 1). The marks of Ø will be such

that, for a ®xed pair of points at distance î < R, the marks u1 and u2 take only two different,

non-negative, values, namely a � a(î) and b � b(î).

Let e � E(î), c � C(î) and v � V (î) and de®ne
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p �
1=2, if v � e2,

min
v

vÿ e2
, 2

� �� �ÿ1

, otherwise,

8>><>>:
a � eÿ (vÿ e2)1=2(1ÿ p)1=2 pÿ1=2,

b � e� (vÿ e2)1=2 p1=2(1ÿ p)ÿ1=2,

and

u1 � a1æ1< p � b1æ1. p:

It follows from the de®nition of p that 1=2 < p , 1, i.e. p > 1ÿ p . 0. The value of b is

clearly non-negative and the value of a satis®es

a � eÿ (vÿ e2)1=2(1ÿ p)1=2 pÿ1=2 � maxf0, eÿ (vÿ e2)1=2g > 0:

If c > e2, de®ne

r �
1, if v � e2,

cÿ e2

vÿ e2
, otherwise,

8<: (5:2)

and

u2 � u11æ2<r � (a1æ3< p � b1æ3. p)1æ2. r:

If c , e2, de®ne

r � (e2 ÿ c) p

(vÿ e2)(1ÿ p)
(5:3)

and

u2 � (b1æ1<1ÿ p � a1æ1.1ÿ p)1æ2<r � (a1æ3< p � b1æ3. p)1æ2. r:

If v � e2 then the third inequality of Theorem 5.1 yields c > e2. Thus v 6� e2 in (5.3), and r

is well de®ned. The value of r is given by (5.2) or (5.3) lies in the interval [0, 1]. This is

clear for c > e2; for c , e2, the de®nition of p yields

r � e2 ÿ c

minfe2, vÿ e2g ,

which is also in [0, 1].

The de®nitions of u1 and u2 yield Eu1 � Eu2 � e and Eu2
1 � Eu2

2 � v. If c > e2 then

Eu1u2 � rEu2
1 � (1ÿ r)(Eu1)2 � rv� (1ÿ r)e2 � c,

using the de®nition (5.2) of r. If c , e2 then

Eu1u2 � r((2 pÿ 1)a2 � 2(1ÿ p)ab)� (1ÿ r)e2

114 M. Schlather



as p > 1ÿ p. The de®nitions of a, b, and r yield

Eu1u2 � e2 ÿ pÿ1(1ÿ p)(vÿ e2)r � c:

Hence the pairwise marks u1 and u2 are non-negative and have the required characteristics

E(î), V (î) and C(î). The construction of the locations leads, as in the case of non-positive

marks, to a marked point process with the stated properties. h

Remark. Theorem 5.1 does not state that, for any given unmarked stationary point process,

there exist stationary marks such that the equalities E� � E, V� � V and C� � C hold on

(0, R], if the functions E, V and C obey the inequalities in Theorem 5.1.

A counterexample in R is the stationary lattice process with lag 1. This point process can

be reinterpreted as a stationary process on Z. Thus the possible second-order characteristics

for the marks are essentially only the positive de®nite functions on Z. See SasvaÂri (1994,

Sections 1.10 and 3.1) for more details.

Proof of Theorem 2.1. Let f� and fÿ be the positive and the negative part of f , respectively.

In order to prove assertions (a), (b) and (c), Theorem 5.1 is applied with

(a) E � (1� fÿ)1=2, C � 1� f�, V � 1� 2j f j;
(b) E � m � 1, C � 1� f , V � 1� j f j; and

(c) E � m � 1, C � 1� f , V � 2.

The assertion for ã is proved by choosing C � E � m � 1 and V � 1� f in Theorem 5.1.

h

The proof of Theorem 2.1(b) shows also that there are stationary and isotropic marked

point processes (with real-valued marks) such that k mm � f � 1 for positive arguments if f

is any ®xed real-valued measurable function on (0, 1) with compact support.

Proof of Theorem 2.2. De®ne

E�1 (r) �
( f (r)=2)1=2, if 0 , r < R,���

2
p

, if R , r < R� 1,

1=
���
2
p

, if R� 1 , r < R� 2,

1, if R� 2 , r,

8>><>>:
and

E�2 (r) �
(3 f (r)=2)1=2, if 0 , r < R,

1=
���
2
p

, if R , r < R� 1,���
2
p

, if R� 1 , r < R� 2,

1, if R� 2 , r:

8>><>>:
Let

V�1 (r) �
2E�1 (r)2 � E�2 (r)2 � f (r)� 1, if 0 , r < R,

22, if R , r < R� 1,

10:5, if R� 1 , r < R� 2,

8<:
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and

V�2 (r) �
E�1 (r)2 � 2E�2 (r)2 � f (r)� 1, if 0 , r < R,

10:5, if R , r < R� 1,

22, if R� 1 , r < R� 2:

8<:
Finally, de®ne C�1 � C�2 � f and m � 1. By Theorem 5.1 (replacing R by R� 2), there exist

two marked point processes Ö j, j � 1, 2, with characteristics E�j , V�j , C�j and m.

Furthermore, cor(1) � ÿcor(2), and cor(1)(r) 6� 0 for r 2 (0, R� 2]. The de®nitions of E�i , C�i
and V�i are such that the marks of Ö1 and Ö2 can be chosen non-negative.

Assume now that k mm(r) < 0 for a certain r 2 (0, R]. If k mm(r) , 0 then the mark

correlation function cor is necessarily negative at r by (2.6) and (2.7), or (3.13) and (3.14).

For any two non-negative random variables X and Y with EXY � 0 it follows that the

correlation cov(X , Y )(varX varY )ÿ1=2 is negative or that X or Y equals zero almost surely.

In the latter case, the correlation is not de®ned. Thus, cor(r) can never be non-negative, if

k mm(r) � 0 and if the marks of the point process are non-negative. h

The proof of Theorem 2.2 shows that the following corollary also holds.

Corollary 5.3. Let R be a ®nite positive number and let f (r) be a measurable function on

(0, 1) that is identically 1 for r . R. Then, the function f is non-negative if and only if there

exist two stationary and isotropic marked point processes Ö1 and Ö2 with real-valued marks

such that (2.8) and (2.9) hold and that cor(1)(r) 6� 0 if f (r) 6� 0 and 0 , r < R.
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