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Abstract
In this paper, we shall focus on the Wasserstein distance between two jump processes deter-
mined by stochastic differential equations in R or the Riemannian manifold M. As an applica-
tion, the study on the Wasserstein distance implies that the law of the subordinated Brownian
motion on M is different from the one of the canonical projected process of the Marcus-type
equation with jumps valued in the bundle of orthonormal frames O(M).

1. Introduction

Let T be a positive constant fixed throughout the paper, and denote by v(dz) the Lévy
measure over Rg := R9\{0} such that the function |z]*> A 1 is integrable with respect to the
measure v(dz). Write K, = {z € RY; 7] < p} for p > 0. Let (Q, F, P) a complete probability
space with the filtration {F;,; ¢t € [0,T]} such that the process {W,; ¢t € [0,T]} is the d-
dimensional Brownian motion starting from the origin in R?, and that dJ( = J(ds, dz)) is
the Poisson random measure over (0, 7] X Rg with the intensity measure dJ (= Jds, dz)) =
dsv(dz). Denote by dJ( = J(ds, dz)) := dJ — dJ the compensated one. From now on, we
shall write dJ( = J(ds,dz)) = I, () dJ + Ikc(z)dJ, in order to simplify our notations.

Let Ay, A;, B;, Co, C; € C'(R?; R?) (1 < i < d) such that all partial derivatives of any
orders greater than 1 are bounded. Let D € CM' (R X RE ; RY), that is, D( -, z) € C'(R?; RY)
for each z € RY and D(x, ) € C'(RY ; RY) for each x € R?. We further assume that the first
derivatives with respect to the variable in R? are bounded. Moreover, suppose that

(1) sup| | (OD)(x,2)v(dz)| + sup f |0D)(x, 2)|" v(dz) < +o0,
xeR4 |J K| xeR4 JK;
2) sup sup |(81D)(x, z)| < 400,
xeRd zeK§
3) lim sup |D(x,2)| =0
=0 era

for all p > 2. Here, the notation “0” means the gradient with respect to the variable in R,
while “0,” is the one with respect to z € Rg. Write A = (Ay, ..., Ay), B= (B4, ..., By) and
C=(Cy,...,Cy.

For £ € R, let us consider the R?-valued processes {X,; t € [0,T]} and {Y;; t € [0,T]}
determined by the equations:
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(4) X, =&+ f Ao(X,)ds + f AX,)dW, + f f B(X,_)zdlJ,
0 0 0 JRY

(5) Y, =€+ f Co(Yy)ds + f C(Y,_)dW, + f f D(Y,_,z)dJ.
0 0 0 JRY

Under the conditions on all of the coefficients of (4) and (5), there exist the unique solutions
(cf. [1, 9, 13]). Our main goal is to study the upper and lower estimates on the Wasserstein
distance, which can be also interpreted as the Kantrovich-Rubinstein one via the duality
formula, between the random variables X; and Y;, in terms of the coefficients of (4) and (5).
Historical background on the Wasserstein distance can be seen in a standard book [19].

Our interest can be applied to the study on the Riemannian manifold M. Although there
are several approaches to construct the jump processes on M, we shall adopt in the present
paper the method by the canonical projection of the process valued in the bundle of the
orthonormal frames O(M) over M, which is often called the Eells-Elworthy-Malliavin con-
struction. The O(M)-valued process is defined by the solution to the Marcus-type stochastic
differential equations with jumps such that the process jumps along the exponential mapping
along the horizontal vector fields over O(M). See [2, 3, 10, 13]. On the other hand, since the
Brownian motion on M can be constructed by the analytic approach via the semigroup ap-
proach of the Laplace-Beltrami operator, or by the probabilistic one via the Eells-Elworthy-
Malliavin approach in terms of the Stratonovich-type stochastic differential equations with-
out any jumps seen in [7, 9], we can obtain the M-valued jump process by the subordination.
Our interest is to study the Wasserstein distance between the subordinated Brownian motion
on M and the projected jump process determined by the Marcus-type equation with jumps.
Furthermore, we can also revisit the results stated in [5, 16] that the law of the subordinated
Brownian motion on M doesn’t always coincide with the one of the projected jump process
determined by the Marcus-type equation. Since the lower bound of the L!-Wasserstein dis-
tance between those processes is studied in Section 4, our approach it to attack the interest
in the paper completely different from [5, 16].

The organization of the paper is as follows: let us study in R? the upper estimate of
the Wasserstein distance in Section 2, and its lower estimate in Section 3. As one of the
applications to our results, consider the problem on the laws of the processes valued in the
Riemannian manifolds in Section 4.

2. Upper estimate on Wasserstein distance

Let X and Y be the R-valued processes determined by the equations (4) and (5). The
Wasserstein distance between the R?-valued random variables X, and Y, is defined by

(6) dw(X;, Yy) :=  sup  [E[A(X))] — E[A(Y)]],
heLip, (R9)

where Lip,(R9) is the family of the Lipschitz continuous functions 4 on R¢ such that |(x) —
h(y)| < |x — y| for x, y € R? (see [15] for the Wasserstein distance). Choose 0 < t < T, and
define the stopping time o by

(7 o :=inf{s > 0; J((0,s] X K}) # O} A 1.

Then, it is a routine work to obtain that
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Proposition 1. For p > 1, it holds that

(8) [SUP X, = Y| < ‘/_Cl,p,T,A(,,A,B,CO CDé»

u<o

’’’’’’

Proof.  First, let us consider the case of p > 2, and study the estimate on
E [sup,no Yy — €] Let 0 <t < T < T. Since

Yy=&+ fu Co(Yy)ds + fu C(Y;-)dW; + fuf D(Y,_,z)dJ
0 0 0 JK,

for 0 < u < o, we see from the Holder inequality and the Burkholder-Davis-Gundy one (cf.
Proposition 7.1.2 in [12] and Proposition 2.6.1 in [13]) that

f
+C3,p,TE[f ”C(Ys/\a')“p ds]
0

t p/2
( f f ID(YsAa,z)Izdf) l
0 JK,

!
f DY 105 DI df]
0 JK;

t
= T C6,p,T,§: + C7,[7,T,C0,C,D f E[ Sup |Yu — §|p:| dS.
0 U<SAo

Here, we use the fact that the set {s € [0,7]; Y, # Y,_} is at most countable a.s. This leads
us via the Gronwall inequality to obtain that

!
E|: sup Y, — ‘f|p] < C2,p,T E |:f [Co(Ysao)l ds
0

Uu<tANo

+ C4’p’f~ E

+ CS,p,T E

E[ sup Y, — &P ] <TCopreexp(tCrprcocn) <T Csprecne

U<tINo

where Cs ,7.c,.c0é = SUPgerer {Copre €Xp(tCrprcocn))- In particular, choosing 7 = ¢
yields that

) E[ sup ¥, — §|p] < tCyp1.CoCDe
u<tho

Secondly, let us study the estimate on E [sup,,, . 1X, — Y,,|7]. Since

X,=é+ f Ao(X)ds + f AX, ) dW, + f f B(Xo—)zdJ,
0 0 0 JK;

Yo=é+ f Co(Y)ds + f C(Y, )W, + f f DY, .2)d]
0 0 0 JK;

for0 < u <t A o, we have

u P
E|: sup |Xu - Yulp < C9,p]E|: sup f {AO(XS) - Co(YS)}dS ]
u<tho u<tho 0
+Cy, E [sup f{A(X)— ]
u<tAo

|

+Co ), E [sup

u<tAo

ff {B(X,_)z— D(Y,_,z)}dJ]
K
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= Il,p’[ + 12’17,[ + 13’17’[.

Now, we shall study the upper estimate of I ,;, I, and I5 ,, via the Burkholder-Davis-
Gundy inequality (cf. Proposition 7.1.2 in [12] and Proposition 2.6.1 in [13]) and the Holder
one.

As for I, since the functions Ag and Cy satisfy the linear growth conditions, we see
that

Lipi < Ciopr B [ fo t [A0(Xipe) = CoYino)|” ds]
<Cyyp7E [ fo [ |A0Xsp0) = Ao(Ysno)| ds]
+Cy 7 B [fot |AO(YS/\rT) - A0(§)|p a’s]
+Cupr B [ fo o) - o) ds] +1Cy 7 A0 - Co®)]

!
< Clz,p,T,Ao ‘f(; E|: sup |Xu - Yulp ds+T C13,p,T,Ao,Co,-f‘

u<sAo

As for I ,;, similarly to the estimate of /; ,,, since the functions A; and C; (1 < i < d) satisfy
the linear growth conditions, we see that

t
Iz’p’t < C14s17j E [L “A(XS/\U') - C(Ys/\o—)“p ds]

!
< CisprE [ fo [AX n) = AYino)||” ds

+Cis,7 B [ fo [A(Yoro) = A@)|" ds

+Cis5,7 B [ fo [CYire) = CE|" ds| + Cis 7 A - CO|

!
S Cl(),p,T',A fo E[ Sup |Xu - Yu|p dS + T C17,p,T~',A,C,§‘

U<sN\o

As for I3 ,;, similarly to the estimate of I, since

B(Xs)z— D(Yy,2) = {B(X,) z = B(Y) z} + {B(Y;) 2 — B(&) 2}
—{D(Ys,2) - D, )} +{B(§) = — D(£, 2)},

! p/2
(ff |B(XS/\(T) - D(Ys/\cry Z)|2 dj) l
0 JK,;

f
+ ClS,p,TE[ff |B(Xs/\cr)z - D(Ypps Z)|p d-’:|
0JK,

! pl2
(ff |B(Xs/\a') - B(Ys/\a')|2 |Z|2 dj) :|
0JK,
! 5 pl2
+ C19,p,T E [(LL ’B(Ys/\o') z— B(¢) z’ dj) }

we have

13’[7’[ S ClS,p,T E

S C]9,p,'f E
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t r/2
K

p/2
+1C,7 (f |B&) z- D&, Z)|2V(a’z))
K
+Cg, 7 E f f |BX;n0) = B(Yspo)| I2IP df]
|JO JK,
—I_ClQ,pj’E ff |B(YSA0')Z_B(§)Z|pdj:|
|JO JK,

[ !
+Clo,7 B f f |D(Yma,z)—D(§,z)|de}
|JO0 JK,

+1Cig, 7 fK |B&) z - D(¢,2)|" v(d2)

!
< Coo 7.8 fo E[ sup |X, = Y,[P

U<sAo

dS + T C21,p,T,B,D,§‘

Hence, we can obtain that

» N
E[ sup |Xu - Yu| ] ST (Cizpiancos t Cripiace+ Coipinne

u<tANo

!
+(Crapia, + Ciopiat Copin) j; E[ sup ’Xu - Yu|p] ds,

U<SAo

which implies from the Gronwall inequality that

R
E[ sup |X, -V, ] <T(Ciapravces T Criptace ¥ Coupinne)
U<tANo

X exp [(Clz,p,T,Ao +Ciopiat+ Caop7.p) f]
< T Cp,7.40,A,B,Co.C.D.&>

where

C2.p.T.A0AB.Co.CDE = SUP {(C 13.paAoCoé T C11prace + Calprpne)
0<t<T

X exp [(C 12,040 + Cie,pra + C20p.1.8) f]}

In particular, choosing T = ¢ implies that

P
E[ sup |X, — Y| ] < 1C2pTA0ABCHC.DES

u<tAo
Finally, the study for 1 < p < 2 is just the direct consequence of the Cauchy-Schwarz
inequality:
172
<V Co2p 1408 CoCDE-

sup |Xu - YH'ZP

u<tANo

E[ sup 'Xu - YL,|p <E

u<tAo

Thus, we can get the assertion by choosing as
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VT C2.p1.A0ABCLCDE (P 22),

VCuopTavABCcDe (1S p<2).

(10) C1.pT.AGABCHCDE "= {
The proof is complete. O

Proposition 2. Let 0 <t < T. Suppose that there exists a constant py > 1 satisfying

|z]P° v(dz) < +oo.
Kf

Then, for all 1 < p < py, it holds that

(11) E [SUP | X, — Yulp:| < (£ PIP0) Cos oo 7 A0 AB.Co.CDES

ust

where a), := po/(po — p) and C23 p, p,.T.49,A,B.Co.C.D.¢ IS the positive constant.
Proof. Define the sequence of stopping times {o, ; n € N} given by
01 =0, Opel = 1nf{s >0y J((on, SIXKY) # O} At

for n € N, inductively.

(i) Since the upper estimate of E [supu <oy 1 Xu — Yulp] has been already proved in Propo-
sition 1, it is sufficient to study the estimate of E[|X,, — Y., |P]. Write

t
0 JRrY

|
[f

< (Cas,p,7 + Ca6pg) f |Z|p° v(dz) + Cag p,

Remark that
t

E[|ALy, 7] = [ zdJ

sz

c

< Coapy

A Po/2
[0
0 H

+Coup E [

<tCorpyr 217 v(dz)
I(f

= 1Cog )T
from the Holder inequality and the Burkholder inequality, and
Xo, = Y| < [Xo- = Yoo | + |B(X5-) ALy, = D(Y,r, -, ALy)|
<X - = Yo, .| (1 + [10Bll 1AL 1)
+ 1Yo - = &1 (10Blls ALy, | + 10D(:, ALy )llo0)
+sup |B(&) — (9:D)(&, 2)| ALy, |.

€Ky

Here, we have used (3) in the second equality with the help of the mean value theo-
rem for w — D(&, w) between 0 and AL, of £&. Then, we see that
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E [sup X, — Yul”]
uso

<Cy,E [sup X, - Y,IP

u<o

+ C29,p E['Xtrl - Y0'1 |P]

< Gy, E [(SUP X — Yul”) (2 +110BII% AL, Ip)]

u<o

+C30,, B [(SUP 1Yy = §I”) (10Bli IAL, P +110D(, ALa])IIfo)}

u<o|

+@w&ww@—@m@djmwﬂm

€Ky

+Qw&$8@—@m@mjmmmmm°

1/(2
< (£17C) V PIP0) C3y o A0 ABCOLCDE

from Proposition 1 and the moment estimate (9). Here, we have used the Holder
inequality in the third inequality.
(i) Consider the case of o7y < u < 07,. Since

U U

Xu - Yu = ch - ch + f {AO(XS) - CO(YS)}dS + f {A(Xs) - C(Ys)}dws

(251 a1

+ff {B(X,-)z - D(X,-,2)}dJ
oV K

for oy < u < 0, and

X, = Yo| < [ X = Yo, | + |[B(Xo,-) ALy, = D(Y,r,—, AL,)|
< 1Xo,- = Yo, | (1 + [10Bll AL, 1)
+1¥o,- = Yo, | (10Bllss AL, | + 110D(, ALy, )llo)
+sup |B(Yy,) — (0:D)(Yy,, DAL, |,

€KY

the estimate E [supusg2 X, — YL,IP] can be also given via a similar method studied in
Proposition 1 and (i) stated above, because

E|sup |Xu — Yu|p]
uso,
p p
< CypBlsup |X, - Y| [+ Cxap ]E[ sup | X, — Y. ]
u<so o1Zu<o;
e
< (¢'3%) v gplp) C32.p (C31,p.po. T AAB.Co.CDE F C33,p.po T A AB.Co.C.DE)

. 1/(2
= (100 v 1P1P) Cyy o T A0 ABCo.CD £

(iii) The inductive argument as stated in (ii) enables us to obtain that

1/Qa,
E [sup X, — Y|P | < (¢ v gPlPo) C35,p,po.T,A0,A,B,Co.C.D £

uso,
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The proof is complete. O

Theorem 1. Under the same situation as Proposition 2, it holds that
(12) dw(X;, Yy) < (8140 v 1217) Cos 1y 100 B.CoCD-
Proof. The assertion is the direct consequence of Proposition 2, because

dw(X;, Y)) < E[IX, = Y|] < (/%) v 7/70) Cas 1 o 740 AB.Co.C.D- |

ReMmaArRk 1. Under the same situation stated in Theorem 1, the Wasserstein distance
dw(X;, Y;) is small, if the coefficients in each term of the equations (4) and (5) are close,
which implies that the characteristic functions of the random variables X; and Y, are also
close, since the function R? 5 x — ¢'%* for § € R? is in Lip; (RY).

3. Lower estimate on Wasserstein distance

In this section, we shall consider the lower estimate of the Wasserstein distance. Assume
the condition in Proposition 2 throughout this section again. Since

(13) X,:§+ftAo(Xs)ds+ftA(Xs)dWs+ftf B(XS_)zdf+ftf B(X,-)zdJ,
0 0 0 Jk, 0Jk

c
1

(14) Yz=§+fCo(Ys)dS+fC(Ys)dWs+ff D(Ys_,z)df+ff D(Y,-,2)dJ,
0 0 0 JK; 0 JKS

we have
(15) E[Xz—Yz]=fE[Ao(Xs)—Co(Yv)]dHff E[B(X,)z - D(Ys,2)] dJ.
0 0 JKS

For 1 <k < d, let us define

(Ak(0) - Chv) + f (B2 - D*(x,2)} v(d2)

(16) C36,k,40,8.Co,p0 := 1Inf
xeR4 K¢

Proposition 3. Under the same situation as Proposition 2, it holds that

1/ 1
a7 [BIX, - Y| 2 {f (C36,k,A0,B,C0,D — Cx1poravaBCoC0e (1P V /pO))} V0,
where C37 ) T.49,A,B,Co.C,D.¢ IS G positive constant.

Proof. Now, we are in the position that

E[Xz—Yz]=fE[Ao(Xs)—Co(Ys)]dS+ff E[B(X,)z - D(Y,2)]df
0 0 JKY

= j: (Wos +¥y)ds + j: (¢o,s + ¢s) ds,
where
Yo, = E[Ao(Y,) = Co(Y))], wou 1= E[Ao(X;) — Ao(Y))],
Y = fK ) E[B(Y))z = D(Y;,9)|v(d2), ¢ = fK E[B(X;)z — B(Y;) z] v(dz).

c
1
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Hence, since the coefficients A; (0 < i < d) and B are Lipschitz continuous, we see that

ﬁ ('7[’0,3' + 11’5) ds L (‘100,3' + ‘ps) ds

!
- C38,A0,B f E[|Xs - Ysl] ds.
0

[ELX, - ¥,]| >

2

!
f (Wos +0s)ds
0

On the other hand, since

!
f E[IX, — Y[l ds < 1 (1'% v 1'7) 3.1 o 140AB.CoCDE
0

from Proposition 2, and

!
[ o+ s = 1woc 40
0
from the mean value theorem, where 0 < « < ¢ is a constant, we have

(18)  [BIX, - V]| > {|l//0,,< + U = Casngs Coat poronsoncpe (v t”l"’)}
=1 {|l//0,,< + U] = Caoporavascoce (10 v tl/po)},

where C39,,,7.40,4,8.C0,c.0¢ = C38,49,8 C23,1,p0,7,40,4,8,C0.C,0¢- Then, we have

Vo + v = ’E[AO(YK) — Co(Y)] + f E[B(Y,)z — D(Y,, 2)] v(d2)

Ky

=

BIAK(Y,) — CA(Yo] + f E[B(Y,) 2 - DX, 2] W(d2)

K¢
> C36,kA0.B.Co.D
from the condition (16). We can derive from (18) that
1/ 1
|E[Xf - Yt]| = {C36,k,Ao,B,C0,D = C39,p0,T,40,4,B,Co.C0£ (1 1Ga) v ¢ /”0)}.

Since it is trivial that |E[X, - Y,]| > 0, we can get the conclusion. O

Theorem 2 (Lower estimate). Under the same condition in Proposition 2, it holds that
(19)  dw(X,, Y) = [t {C36,k,Ao,B,C0,D — C39.po 1A B.CoC0g (112 V fl/po)}] V0.

Proof. Since the function / defined by A(x) = x is in Lip, (R?), Proposition 3 implies that

dw(X,, Y,) > [E[X, - Y/]|
> [f {C36,k,A0,B,C0,D — C39.p0 T Ag A BCo.CD& () v /P (’)}] V0,

which completes the proof. |

Corollary 1. Under the same condition in Proposition 2, the laws of the R?-valued pro-
cesses X and Y are not always equivalent.

Proof. Suppose that the laws of the processes X and Y are equivalent. Then, those any
finite-dimensional distributions are also equivalent, which implies that dy (X;, Y;) = 0 for all
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0 <t < T.Now, let us choose t € [0, T] such that

2a, Po
C36,4,40,B,Co,D ) A ( C36.k,40,B,Co.D )

39.p0.T.A0,A,B,Co,.C.D.&

(20) 0<r< (
C39’[70,T,A0,A,B,C(),CD,f

Then, from the estimate (19) in Theorem 2, the Wasserstein distance of the R¢-valued ran-
dom variables X; and Y; can be estimated from the below as

dyw(X,, Y) 2 [E[X, - Yi]| 2 1 {C36,k,Ao,B,C0,D — C39 po 1A B.CoCc0e (77 V t”po)} ,

which is strictly positive from (20). That is the contradiction. |

4. Study on manifolds

In this section, we shall study the situation on a Riemannian manifold. Let M be a con-
nected, compact and smooth Riemannian manifold of dimension d with the Levi-Civita
connection V = {F;k; 1 <i, j, k <d}, and denote by

OM) ={r=(x,e,); xeM, e, =((e1)y ..., (eq)y) is the orthonormal basis in 7 M}

the bundle of orthonormal frames on M. Let & : O(M) — M be the projection given by
n(r) = xforr = (x, e,) € O(M). For r = (x, e,) € O(M), denote by ¢ a local coordinate in
a coordinate neighborhood V € O(M) around r, and by ¢ a local coordinate in a coordinate
neighborhood 7(V) ¢ M around x = n(r). Write # = y oo ¢~!. Let H; (1 < i < d) be the
horizontal vector fields over O(M). Then, for F € C*(O(M)), the vector fields H; (1 < i < d)
can be expressed as

4 OF¢ d OF¥
ey = e (—)(900"))— 3 T e, (—q)(w(r»
j=1 an kL p,q=1 aep

in the local coordinate around r € O(M), where F¥ = F o ¢! and ¢(r) = (x;, e{; 1<i, j<
d).

For r € O(M), let us consider the O(M)-valued process (R, t € [0, T} determined by the
Stratonovich stochastic differential equation of the form:

(22) dR, = H(R)odW,, Ry=r,

equivalently,

(23) FR)=F(@r) + f (HF)(R;) o dW, = F(r) + f (LF)(Ry)ds + f (HF)(Ry) dWy,
0 0 0

for all F € C*(O(M)), where H = (Hy, ..., H;) and

1 d
(LF)XD) = 5 > (HHF)(D).
i=1

The operator £ is the infinitesimal generator of the process R, which is often called the
horizontal Laplacian of Bochner’s sense (cf. [9]). Then, the M-valued process (X,:t e
[0, T} defined by X, := m(R,) is the Brownian motion on M with the infinitesimal generator
Ay /2, where Ay, is the Laplace-Beltrami operator on M. In fact, for any f € C*(M), since
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1
(24) (L(feom)(r) = 5 Buf )((r)),

we have

25 &)= (Fom(+ fo (L(f o )Ry ds + fo (H(f o m)(Ry) dW,

| - ! -
- ) + fo 3 Bu %) ds + fo (r H))(Ry) dW,,

where ((r.A)f)(7(r)) = (A(f o 7))(r) for a vector field A over O(M), a smooth function f on
M, and r € O(M).

Let {r,; t € [0, T]} be a subordinator with the Lévy triplet (y*, 0, 1), independent of the
Brownian motion W, where 1(d6) is the Lévy measure on (0, +co) such that the function
6 A 1 is integrable with respect to the measure 7(d6), and y* := fol 0n(do) is the drift. Then,
for each t € [0, T'], the Lévy-Itdé decomposition theorem (cf. [18]) implies that

! +00
(26) T, =y 1+ f f 0dN,
0J0

where dN( = N(ds,d0)) is the Poisson random measure over (0,7] X (0, +o0) with the
intensity measure dN( = N(ds,d0)) = dsn(dd), dN( = N(ds,dd)) = dN — dN is the
compensated one, and dN( = N(ds, db)) = L0.11(8) dN + (1 +00)(8) dN. Denote by p(6, z) the
density of the R%-valued random variable W, for 6 > 0. From Theorem 30.1 in [18], the
subordinated process {W,, ; 0 < t < T} is the R?-valued Lévy process with the Lévy triplet
(¥"+, 0, v), where v(dz) is the o-finite measure on Rg defined by

+00 +oo
227 v(dz) := f P[Wy € dz] n(do) (: f p(6,2) n(do) dz),
0 0
and yWT = le zv(dz). Hence, for each r € [0, T'], we see that

!
(28) W,,:twarff zdJ
0 JRY

from the Lévy-Ité6 decomposition theorem (cf. [18]) again, where dJ( = J(ds,dz)) is the
Poisson random measure over (0, 7] X Rg with the intensity measure dJ( = J(ds,dz)) =
dsv(dz), dJ( = J(ds,dz)) = dJ — d.J and dJ( = J(ds,dz)) = Ig,(z) dJ + Ix:(z) dJ. Then, the
O(M)-valued subordinated process {R; := RT, ; 1 € [0, T} satisfies that
(29) F(R)=F(r)+ f (LF)(Ry)ds + f (HF)(Ry) dW
0 0
t !
=F(@r)+ f (LF)R:, )dts + f (HF)(R:, ) dWr,
0 0
1 ! +00 _ ! _
=F(r)+ f (AF)(Ry) ds + ff (LF)(R,-)OdN + ff (HF)(Rs-)zdJ
0 0J0 0 JRY

0
for all F € C*(O(M)), where

1
(AF)(r) = (ﬁF)(r)7T+(HF)(r)7W’=fo(EF)(F)On(d9)+L(HF)(F)ZV(dZ)-
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Define the M-valued process {X;; t € [0, T]} by X, := )?T, = n(R;). In particular, we have

B0)  FX) = (for)r)+ fo (A(f 0 )Ry ds + fo fo (L(f 0 m)(R,_) 0N

+ ff (H(f o m))(R,-)zdJ
0 JRY
— s+ [ aneods+ [ [ @one o
+ ff ((ﬂ*H)f)(Xv—)Zdj
0 JRY
for f € C* (M), which implies that

6D B0 = 7+ [ El(aneo)ds

[ s+ [ f slmneefas

— s+ [ [ El@onwdars [ Elimnedal

The second equality can be justified, because

fo t B[ (. A f)(X,)|ds
- fo [l o m)R)ds

t 1 ’
_ fo fo B[(Lf o m)(R,) 6] n(d6) ds + fo fK 5[ (H(f o M)(R,) 2] (d2)

¢t 1 ’
:foj(: E[((fr*ﬁ)f)(Xs)G]dN+foj;1 E[((”*H)f)(Xs)z]dJ.

On the other hand, for r € O(M), let {U,; t € [0, T']} be the O(M)-valued process deter-
mined by the canonical stochastic differential equation with jumps of Marcus type:

(32) F(Ut):F(r)"'f(BF)(Us)ds"'ff 00U”(Exp(li@)(Us-))—F(Us_)} dN
0 0J0

+ f f (F(Exp(H)(U,)) - F(U,)} dJ
0 Rg

for all F € C*(O(M)), where

1
BEYw = [ (FExp(E 0w) - F@) de) + [ (FExp(H ) - Fu) vido)
0 K,
Moreover, for given 8 € (0,+oc0) and z € Rg, let {A%7(u) := Exp(cLO)(u); o € [0,1], u €
O(M)} and {E> (1) := Exp(o-z H)(u) ; o € [0, 1], u € O(M)} be the one parameter groups of
diffeomorphisms over O(M), that is, the unique solutions to the ordinary differential equa-
tions of the forms:
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(33) L) = B0 @), AW =
do
d

(34) 155 = (HI(E @), E0%u) = u.
(o

Define the M-valued process {¥; ; ¢ € [0, T]} by ¥, = n(U,). Since
m(Exp(L 0)(u)) = Exp(m.L 0)(n(w)), m(Exp(H z)(w)) = Exp(r..H z)(n(u)),

we see that, for f € C*(M),

(35  f(Y) =(fom)(Uy)

- ) + fo (r.B))(Y) ds + fo fo (f(Exp(r. L 6)Y,)) - f(Y,)) dN

+ foLd {f(Exp(m.H 2)(Y,_)) — f(Ys)} dJ,

which implies that
(36) E[f(¥)] = f(x(r) + fo B[ B |ds
al [ el o - rofas
+ j; fK f E| f(Exp(r.H 2)(Y,)) = f(Yy)|d]
= sy + | t [ Bl oo - rofas
- [ Elsespm ) - o) ai
The second equality can be justiﬁoed, because
fo [E[((ﬂ*B)f)(Ys)] ds = fo IE[(B(f o m)(U,)| ds
- [ t | B[ o MEMELOU,) - ( 0 1)U () ds
+ fo fK | E|(f o m(Exp(H 2)(U,)) = (f o m)(U,)| W(dz) ds
= fo t fo 1 E| f(Exp(r.L O)(Y,)) = f(¥)|dN

’ fof,( B[ f(Bxp(r. H (Y) = f(¥))] dJ.
Hence, we have
(37) E[£(Y,)] - E[£(X,)]
- fo d f0+°° E[((;lf*zr*[i) FOW(Yy)) = ((Yam. L) f‘”)(@l’(Xs))] o0 dit
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+

y S

[ Elwmmmwo) - @i o] <ai

RO
+ fo f E| £ (Exp. £ O)@(Y,)) = f4(u(Yy)
— (W, ) f)((Y,)) 0] dN

(=)

+
s—
o%

d]E[ F(Expm.H W@(Y)) = f/ ()

R
— (W H) )W (Y) 2| dJ.
Then, we have

Theorem 3. Let Cyy € R™ @ R™ be a positive definite symmetric matrix, and f € C*(M)
such that

(38) (@ E)(Wm.HD))@) = Cao, €€ M.

Then, under the condition
f |z v(dz) < oo,
K

the law of the subordinated Brownian motion X on M is not the one of the M-valued process
Y given by the projection of the O(M)-valued process determined by the equation (36).

RemMARK 2. In order to guarantee the existence of the solution function f to the Poisson
equation (38), we need the additional condition on the manifold M. It is sufficient that the
manifold M is complete, and has a positive spectrum and a Ricci curvature bounded below
by a negative constant. See [4, 14].

Proof of Theorem 3. Recall the stopping time o given in (7). Denote by Tr(Cy) the trace
of the matrix Cyo. Since

A Tr(C.
(. L)F)WE) = (LI = (L(f o)) = < Mf)@ - r<240>

for r € O(M) with nr(r) = & from (24) under the condition (38), the Taylor theorem leads us
to see that

Tr(Cs)  Tr(Cso)

(@ Of )P E)) = (W OfNY(X) = —— - —5— =0,

and that

F(Exp@um £ OY@(Y)) = f(W(Y) = (Wum L)f )W (V) 0
1
S (Wem.Lo(W.r.L 6)f))(Explicyr.n. L O)W(Y.))

@O0y Erplir. £ 0)Y,)
=0

from the Taylor theorem, where 0 < k < 1 is a constant. Thus, we have from (37) that
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E[f(Yuro-)] = E[f Xino-)]

- LJ; E[((‘/’*”*ﬁ)f¢)(lﬁ(Y(sAa)—)) - ((lﬁ*n*[i)f‘v”)((/,(x(ﬂo_)_))] 04N

* ‘fo‘fRﬁ E[((‘/’*”*H)fw)(l//(mw)—)) - ((%ﬂ*H)f‘”)((//(X(W)_))] 2dJj

+ fOfO E[fw(EXp()ﬁ*ﬂ'*ﬁ 0)(¢(Y(S/\U')—))) - fw(w(Y(s/\(r)—))
~ (W L) )WY snr)-)) 6] dN
* jo‘v[Rd E[fw(EXp(w*ﬂ*HZ)(w(Y(S/\U')—))) - fw(w(Y(s/\(r)—))

0

~ (m D)W Yionr)) 2] d
- fo fK B[ (rr ) )W (Yispor)) = (@amt D 1)U Xsp)) | 2T

¥ % fofK B (o H (o H ) (Explo . H D) (Ysnry))) | 4
= 11 + 12,

where 0 < k < 1 is a constant.
Since

E[|l//(Y(SAU)—) - lp(X(s/\(T)—)” < \/E C41,T,H,xa

similarly to Proposition 1, we can obtain that

I > -

\[Ojl; E[((w*ﬂ'*H)fw)('ﬁ(Y(s/\(r)—)) - ((w*ﬂ'*H)fw)(w(x(s/\(r)—))] Zdj‘
> - (||0{(l//*7r*H)f‘” ., j; K V(dz)) j; B[y (Yisnor-) = ¥ (Xsnor-)|1 ds
> -7 ot DY, Carmn fK Izl v(dz).

where H(){(»,b*ﬂ*H)f’”}”oo = SUDgom ) |(('9{(»,//*7r*H)f'”})(§)‘. On the other hand, as for I,
since the matrix Cy is positive definite, we see that

tCyp

1
L=— | ZCiypzvdz) > 2> v(dz),

2 Kl Kl

where Cy > 0 is the minimum eigenvalue of the matrix C49. Here, we shall choose ¢ as

2

Cp | I*v(dz)
K

(39) O0<t<
2|01 Y| Corr fK I v(d2)

Then, we can get that

(40) E[f(Yiro)-)] = E[f (Xino-)]
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v

tC
—2 ot )Y Car f [l v(dz) + —° f 12 W(dz)
Kl Kl

t ||(9{(¢*7T*H)fw“m Ca1.7.H,x |z| v(dz)
K

Cp lzI* v(dz)
x =Vt + K ,
2ot i, Corms | va
K

which is strictly positive.

Now, let us return the proof on the assertion in Theorem 3. Suppose that the laws of the
processes X and Y are equivalent. Then, since those any finite-dimensional distributions are
also equivalent, it holds that

dw(fYuror-)s fXano)-)) =0

for 0 < t < T, which is the contradiction to the strict positivity on the lower estimate (40).
O

Remark 3. In [5, 16], a similar study to Theorem 3 has been already discussed. Our
strategy to attack Theorem 3 can be also regarded as completely different approach to their
results.
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