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Abstract: The notion of slicely countably determined (SCD) sets was introduced in 2010 by
A. Avilés, V. Kadets, M. Martín, J. Merí and V. Shepelska. We solve in the negative some
natural questions about preserving being SCD by the operations of union, intersection and
Minkowski sum. Moreover, we demonstrate that corresponding examples exist in every space
with the Daugavet property and can be selected to be unit balls of some equivalent norms. We
also demonstrate that almost SCD sets need not be SCD, thus answering a question posed by
A. Avilés et al.
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1. Introduction

The property “slicely countably determined” (SCD for short) for Banach spaces
and their subsets was first considered and studied in [1] (see [2] for the complete
version), proving to have noticeable applications to Banach spaces with the Dau-
gavet property, numerical index one and other related properties [2, 7, 9, 10].

Let us recall the basic definition and examples. In this paper we use the letters
X, Y and E to denote Banach spaces. By a slice of a subset A ⊂ X we mean
a non-empty set which is the intersection of A with an open half-space. In other
words, it is a set of the form

S(A, x∗, ε) =
{
x ∈ A : x∗(x) > sup

a∈A
x∗(a)− ε

}
,
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where x∗ : X → R is a non-zero real linear bounded functional. In the case of
x∗ = 0 the above definition also makes sense and gives the degenerate slice
S(A, 0, ε) = A.

Definition 1.1 ([2]). Let X be a Banach space, A ⊂ X be a bounded subset.
A sequence of non-empty subsets Un ⊂ A is called determining if for each B ⊂ X
that intersects all the Un, n ∈ N, it holds that A ⊂ conv(B). The set A is said to
be SCD if there is a determining sequence of slices of A. The space X is said to
be an SCD space (X ∈ SCD for short) whenever all its bounded subsets are SCD.

Note that every SCD set is separable. Let us further remark that in the defi-
nition of SCD sets one may also permit that some slices are degenerate ones.

We will use several times the following consequence of the Hahn-Banach theo-
rem, remarked first for convex sets in [2, Proposition 2.2]:

Lemma 1.2. Let U ⊂ X be a bounded set. A sequence {Vn : n ∈ N} of non-empty
subsets of U is determining for U if and only if it has the following property (∗):
every slice of U contains one of the Vn.

Proof. Let (∗) be fulfilled and let B ⊂ U intersect all the Vn. Then B in-
tersects all the slices of U , and then by the Hahn-Banach separation theorem
conv(B) ⊃ U . Now the “only if” part. Assume that some slice S = S(U, x∗, ε)
of U does not contain any of the Vn. Then U \ S intersects all the Vn. But
U \ S ⊂ {x ∈ X : x∗(x) ≤ supa∈U x∗(a) − ε}, hence conv(U \ S) ⊂ {x ∈ X :
x∗(x) ≤ supa∈U x∗(a)− ε} which means that conv(U \ S) 6⊃ U , and consequently
{Vn : n ∈ N} is not determining. �

We can restrict ourselves to study bounded, closed and convex sets because of
the following result ([9, Proposition 7.20] and [2, Remark 2.7]).

Lemma 1.3. Let X be a Banach space. A bounded set A ⊂ X is SCD if and only
if its convex hull conv(A) is SCD, and if and only if its closed convex hull conv(A)
is SCD.

In the case of convex sets a well-known result of Bourgain lets us replace the
sequence of slices by a sequence of relatively weakly open subsets or even by a se-
quence of convex combinations of slices in the definition of an SCD set [2, Propo-
sition 2.18]. A non-convex set can be not SCD, and still possess a determining
sequence of relatively weakly open subsets; this will be proved in Proposition 2.6
below.

Proposition 1.4. The following conditions are sufficient for a convex, bounded
and separable subset A ⊂ X to be SCD, see [2, Section 2] for details:
(i) A is Asplund, i.e., (X∗, ρA) is separable where ρA(x∗) = supa∈A |x∗(a)| for

each x∗ ∈ X∗.
(ii) A is huskable, i.e., A is the closed convex hull of all a ∈ A satisfying that

for each ε > 0 there is a relatively weakly open set W ⊂ A with diameter
less than ε containing a (immediate consequence of [2, Theorem 2.19]). In
particular, this happens if A is dentable.
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(iii) A is strongly regular, i.e., every convex subset L ⊂ A has convex combina-
tions of slices of arbitrarily small diameter.

(iv) (A, σ(A,X∗)) has a countable π-basis, that is, a countable family of relatively
weakly open non-empty subsets such that each relatively weakly open non-
empty subset of A contains a member of that family. This is the case, in
particular, if A does not contain `1-sequences.

As a consequence of the previous examples, if X is a separable Banach space
without isomorphic copies of `1 (in particular if it is Asplund) or if it has the convex
point of continuity property (CPCP), in particular if it has the Radon-Nikodym
property (RNP), then X ∈ SCD.

Another class of examples [7, Theorem 3.1]: the unit ball of every space with
a 1-unconditional basis is SCD. It is an open question whether every Banach space
with an unconditional basis is an SCD space.

In order to present typical applications of SCD sets to operators in Banach
spaces, let us introduce some definitions. A bounded linear operator T : X → X
satisfies the Daugavet equation if

‖I + T‖ = 1 + ‖T‖,

and satisfies the alternative Daugavet equation if

max{‖I + θT‖ : |θ| = 1} = 1 + ‖T‖.

A Banach space has the Daugavet property if every rank-1 operator T : X → X
satisfies the Daugavet equation, and it possesses the alternative Daugavet property
if every rank-1 operator T : X → X satisfies the alternative Daugavet equation.
Typical examples of spaces possessing the Daugavet property (and consequently
the alternative Daugavet property) are C[0, 1] and L1[0, 1]. Typical examples of
spaces not possessing the Daugavet property but nevertheless having the alterna-
tive Daugavet property are c0 and `1. See [11] and [13].

Theorem 4.4 of [2] says, in particular, that if X possesses the alternative Dau-
gavet property and BX is SCD, then every bounded linear operator on X satisfies
the alternative Daugavet equation. Theorem 5.3 and Proposition 5.8 of [2] say
that if X possesses the (alternative) Daugavet property and T (BX) is SCD, then
the operator T satisfies the (alternative) Daugavet equation. More applications
in the same vein can be found in [3, Section 3], [8, Theorems 3.4 and 3.7] and
[9, Sections 3, 7].

The number of known examples of separable Banach spaces X that are not
SCD is limited to those having the Daugavet property. In these spaces the unit
ball satisfies the following “anti-SCD” condition, see [2, Example 2.13].

Lemma 1.5. Let X be a Banach space with the Daugavet property. Then, for ev-
ery sequence of slices (Sn) of BX and every x ∈ SX there is a set B = {xn : n ∈ N}
with xn ∈ Sn, n = 1, 2, . . . , such that x /∈ spanB.

It is an open question whether every separable Banach space X /∈ SCD is
isomorphic to a space with the Daugavet property.
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When studying applications of the property SCD, it was pointed out in
[2, Remark 4.5 and 5.4] that some of them (in particular the above-mentioned
[2, Theorem 4.4, Theorem 5.3]) hold if in the definition of an SCD set we replace
the convex hull by the absolutely convex hull, introducing the next presumably
weaker condition:

Definition 1.6. A bounded set A ⊂ X of a Banach space X is called almost SCD
(aSCD, in short) if there is a sequence of slices Sn of A satisfying that for each
B ⊂ X with B ∩ Sn 6= ∅ for every n ∈ N, it holds that A ⊂ aconv(B).

It is asked in [2, Question 7.5] whether the classes of aSCD sets and SCD
sets coincide. In the present paper we demonstrate that the properties aSCD and
SCD are not equivalent for general bounded closed convex sets, but in the case
that is most important for the applications, namely the case of balanced bounded
closed convex sets, the equivalence holds true. We also solve in the negative
natural questions about preserving SCD by the operations of union, intersection
and Minkowski sum.

The main part of the paper consists of four sections. At the beginning of Sec-
tion 2 we construct a set A, whose properties will be the base of all the remaining
examples (the letter A will be fixed afterwards for that special set). Then, we
present the promised examples for the intersection of SCD sets (which will be
A and −A), after that for the Minkowski sum (which will again be A and −A),
and finally for the union (some shifts of A and −A). In fact, we demonstrate the
existence of such examples in every space with the Daugavet property. The ex-
amples constructed in Section 2 are not centrally symmetric, which is not entirely
satisfactory, because in all the applications mentioned above only sets symmetric
with respect to zero appear. Section 3 is devoted to the symmetrization of our
examples, after which one can see that the operations of Minkowski sum, union
and intersection do not preserve the property SCD even if the sets in question are
unit balls of some equivalent norms. In Section 4 we give an example of an aSCD
set that is not SCD, which will be the union of A with a specially constructed
subset of −A. The last short section lists some open problems about SCD sets.

Since in the definition of a slice and, consequently, in the definition of an SCD
space only real scalars are used, below, if the contrary is not stated explicitly,
we will consider only real Banach spaces. We have already used without
explanation some standard Banach space notation like BX , SX orX∗ for the closed
unit ball, unit sphere and the dual space respectively. All unexplained notation
below (if any) is also standard and can be found in every Banach space textbook,
for example in [5].

2. The promised examples

2.1. The intersection of SCD sets

The examples which we are going to present in this paper will be constructed in
an arbitrary Banach space X with the Daugavet property. According to [12, The-
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orem 4.5] X contains a separable subspace with the Daugavet property, so without
loss of generality we assume that X itself is separable. Fix a one-codimensional
closed subspace E ⊂ X. According to [11, Theorem 2.14] E also has the Daugavet
property, so BE enjoys the property from Lemma 1.5, consequently BE is neither
SCD, nor aSCD. The aim of the construction below is to include BE into an SCD
set A ⊂ X in such a way that BE lies in the boundary of A. This construction
will be used in all the examples presented in this paper.

Recall that a space Y is called locally uniformly rotund or locally uniformly
convex (LUR for short) if for every y ∈ SY and every sequence (yn) in BY the
condition ‖y + yn‖ → 2 implies that ‖y − yn‖ → 0. In a LUR space Y every
point y of the unit sphere SY is strongly exposed, that is, there is y∗ ∈ SY ∗ with
y∗(y) = 1 such that every sequence (yn) in BY with y∗(yn) → y∗(y) satisfies
that ‖y − yn‖ → 0. It is a classical result by M. Kadets ([6], see also [5, p. 383,
Theorem 8.1]) that every separable Banach space admits an equivalent LUR norm.

In fact, there is an equivalent LUR norm ϕ : E → [0,+∞) such that 1
2‖x‖ ≤

ϕ(x) ≤ ‖x‖ for all x ∈ E. Then for every t > 0 the formula

‖x‖t =
√
‖x‖2 + t2ϕ(x)2, x ∈ E

defines an equivalent LUR norm on E [4, Chapter 2, p. 53, beginning of Section 2]
satisfying that

‖x‖ ≤ ‖x‖t ≤
√

1 + t2 ‖x‖. (2.1)

In particular every point of the unit sphere S(E,‖·‖t) is strongly exposed. If t = 0,
then we get the original norm on E, i.e., ‖x‖0 = ‖x‖. We are going to use the
notation ‖ · ‖∗t for the norm of (E, ‖ · ‖t)∗. In the case of t = 0, where ‖ · ‖0 is just
the original norm ‖ · ‖, we will write ‖y∗‖∗0 = ‖y∗‖.

We now construct the set which plays the fundamental role in all our coun-
terexamples. Let e0 ∈ X \E be a fixed element of norm 1. Then X = E⊕ span e0.
In the sequel we will use notation x⊕ t in order to denote an element of the form
x+te0, where x ∈ E, t ∈ R. We will also consider the following equivalent norm on
X: ‖x⊕ t‖∞ = max{‖x‖, |t|}. Remark that the dual space to our X = E⊕ span e0
can be represented as the set of formal expressions y∗ ⊕ λ, y∗ ∈ E∗, λ ∈ R, that
act on elements of X by the natural rule 〈y∗ ⊕ λ, x⊕ t〉 = y∗(x) + λt.

Proposition 2.1. The subset

A := {x⊕ t ∈ X : ‖x‖2t + 3t2 ≤ 1, t ≥ 0} ⊂ X (2.2)

has the following properties:

(a) Every element x ⊕ t ∈ A satisfies t ∈
[
0, 1√

3

]
and ‖x‖ ≤

√
1− 3t2, in

particular A is bounded.

(b) Every element x ⊕ t ∈ X satisfying t ∈
[
0, 1√

3

]
and ‖x‖ ≤

√
1−3t2
1+t2 belongs

to A.
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(c) A is closed.
(d) A is convex.
(e) A is SCD.

Proof. Conditions (a) and (b) follow immediately from (2.2) and (2.1). (c) follows
from the continuity of the map x⊕ t 7→ ‖x‖t. To check (d), that A is convex, note
that the set can be rewritten as

A = {x⊕ t ∈ X : H(‖x‖, ϕ(x), t) ≤ 1} ∩ {x⊕ t ∈ X : t ≥ 0}

where H(r, s, t) := r2 + t2s2 + 3t2. H is a convex function on [0, 1]3, indeed its
Hessian matrix  2 0 0

0 2t2 4ts
0 4ts 6 + 2s2


is positive definite on (0, 1)3, since the determinants of its principal minors are all
positive on this domain: ∆1 = 2, ∆2 = 4t2 and ∆3 = 12t2(1− s2). Furthermore,
H is nondecreasing in each variable when considered defined on [0, 1]3, so for
xi ⊕ ti ∈ A (i = 1, 2) and 0 ≤ λ ≤ 1 we have that

H (‖λx1 + (1− λ)x2‖, ϕ(λx1 + (1− λ)x2), λt1 + (1− λ)t2)

≤ H (λ‖x1‖+ (1− λ)‖x2‖, λϕ(x1) + (1− λ)ϕ(x2), λt1 + (1− λ)t2)

≤ λ H (‖x1‖, ϕ(x1), t1) + (1− λ)H (‖x2‖, ϕ(x2), t2)

≤ 1− λ+ λ = 1.

Therefore λ(x1 ⊕ t1) + (1− λ)(x2 ⊕ t2) ∈ A.
We finally prove (e), that A is an SCD set, by showing that it is huskable

(see Proposition 1.4(ii)). To this end, denote Ã = {x ⊕ t ∈ A : 0 < t < 1/
√

3,
‖x‖2t = 1 − 3t2}. Evidently, conv(Ã) = A, so it remains to demonstrate the
following statement:

For every ε > 0 and every x0⊕ t0 ∈ Ã there is a relatively weakly open
subset of A containing x0 ⊕ t0 with ‖ · ‖∞-diameter less than 4ε.

For this, let us write briefly r0 := (1− 3t20)1/2 = ‖x0‖t0 .
Since x0 is a strongly exposed point of r0B(E,‖·‖t0 ), there exist x

∗
0 ∈ S(E∗,‖·‖∗t0 )

and β0 ∈ (0, 1) satisfying:
(i) x∗0(x0) = r0.
(ii) If x ∈ r0B(E,‖·‖t0 ) and x

∗
0(x) > β0r0, then ‖x− x0‖ < ε.

Take δ > 0 small enough so that

x∗0(x0) > β0(r0 + 2δ) and
2δ

2δ + r0
+
δ2

2
< ε. (2.3)

Consider the relatively weakly open subset W of A given by

W := {x⊕ t ∈ A : x∗0(x) > β0(r0 + 2δ), |t− t0| < δ2/2}.
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It is immediate that x0 ⊕ t0 ∈ W . Furthermore, given x ⊕ t ∈ W we have that
|t2 − t20| < δ2 and hence

‖x‖t0 =
(
‖x‖2 + t20ϕ(x)

)1/2
=
(
‖x‖2t + (t20 − t2)ϕ(x)

)1/2
≤
(
‖x‖2t + |t20 − t2|

)1/2
≤
(
1− 3t2 + |t20 − t2|

)1/2
≤
(
1− 3t20 + 4δ2

)1/2
≤ r0 + 2δ.

The last inequality together with (2.3) gives that∥∥∥∥ r0 x

r0 + 2δ

∥∥∥∥
t0

≤ r0 and x∗0

(
r0 x

r0 + 2δ

)
> β0r0.

By (ii) it follows that

ε >

∥∥∥∥ r0 x

r0 + 2δ
− x0

∥∥∥∥ ≥ ‖x− x0‖ − ‖x‖ 2δ

r0 + 2δ
≥ ‖x− x0‖ −

2δ

r0 + 2δ
,

and therefore

‖x⊕ t − x0 ⊕ t0‖∞ = max {‖x− x0‖, |t− t0|} < max

{
ε+

2δ

2δ + r0
,
δ2

2

}
< 2ε.

We conclude then that the diameter of W is less than 4ε finishing the proof of the
statement above. �

Remark also that A in the above Proposition has two more evident properties:
it has non-empty interior, and for every x⊕ t ∈ A also (−x)⊕ t ∈ A.

Theorem 2.2. In every Banach space X with the Daugavet property there are
convex closed bounded SCD sets A,D ⊂ X whose intersection A ∩D is not SCD.

Proof. Let A and E be as in Proposition 2.1, and let D = −A. Both sets are
SCD by Proposition 2.1 although A ∩D = BE is not. �

2.2. Sum and union of SCD sets

For B1, B2 ⊂ X we denote, as usual, by B1+B2 the corresponding Minkowski sum:
B1 + B2 = {b1 + b2 : b1 ∈ B1, b2 ∈ B2}. The need to consider various Minkowski
sums appears in many instances, in particular in the applications of SCD sets to
operator theory. The first theorem of that kind appeared in [2, Corollary 3.9],
where inheritance of the property SCD of two spaces by their direct sum was
demonstrated. The next step (that has important applications) was done in [10,
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Theorem 2.1]: the direct sum of two hereditarily SCD sets is a hereditarily
SCD set again (hereditarily SCD means that all subsets are SCD). In the same
paper it was demonstrated that in the statement of the latter result the direct
sum cannot be substituted by the Minkowski sum. Namely, in [10, Corollary 2.2]
it is demonstrated that the Minkowski sum of two hereditarily SCD sets need
not be hereditarily SCD. Unfortunately, the statement of [10, Corollary 2.2] as it
appeared in the paper, viz. “The sum of two hereditarily SCD sets need not be
an SCD set,” contains a misleading misprint: the second word “hereditarily” is
missing. The construction in [10, Corollary 2.2] consists of two separable RNP
subsets U, V ⊂ `1 ⊕∞ C[0, 1] such that U + V ⊃ BC[0,1] which makes U + V not
hereditarily SCD. Nevertheless, [14, comments after Prop. 1.7], U + V is the closed
convex hull of its strongly exposed points, so U + V is SCD. The authors noted
that painful misprint only some years after the publication (see Editor’s comment
to Zentralblatt review Zbl 1210.46010), and since then it has remained an open
question whether the statement with the misprint is incidentally also correct. In
this subsection we answer a related question, demonstrating that the Minkowski
sum of two SCD sets need not be SCD. We also give an analogous result about
unions of SCD sets.

At first, remark the following easy properties:

Lemma 2.3. Let B1, B2 ⊂ X be non-empty bounded sets and let x∗ ∈ X∗, ε > 0.
We then have the following properties:

(i) S(B1, x
∗, ε/2) + S(B2, x

∗, ε/2) ⊂ S(B1 +B2, x
∗, ε).

(ii) If a ∈ B1, b ∈ B2 satisfy that a+ b ∈ S(B1 +B2, x
∗, ε), then a ∈ S(B1, x

∗, ε)
and b ∈ S(B2, x

∗, ε).

The above Lemma and Lemma 1.2 imply the following result.

Lemma 2.4. Let B1, B2 6= ∅ be bounded subsets of a Banach space X. Then the
following assertions are equivalent:

(a) B1 +B2 is SCD.
(b) There exists a countable family (x∗n, εn) ∈ X∗ × (0,+∞) satisfying that for

every (x∗, ε) ∈ X∗ × (0,+∞) there is an m ∈ N such that

S(B1, x
∗
m, εm) ⊂ S(B1, x

∗, ε) and S(B2, x
∗
m, εm) ⊂ S(B2, x

∗, ε).
(2.4)

Proof. (a) ⇒ (b): Let Sn = S(B1 + B2, x
∗
n, 2εn) with (x∗n, εn) ∈ X∗ × (0,+∞),

n ∈ N, be slices of B1+B2 which form a determining sequence. Let us demonstrate
that (x∗n, εn) form the sequence we need for (b). Indeed, according to Lemma 1.2
for every (x∗, ε) ∈ X∗× (0,+∞) there is m ∈ N such that Sm ⊂ S(B1 +B2, x

∗, ε),
and by (i) of Lemma 2.3 also S(B1, x

∗
m, εm) + S(B2, x

∗
m, εm) ⊂ S(B1 +B2, x

∗, ε).
An application of (ii) of Lemma 2.3 gives us the desired inclusions (2.4).

(b) ⇒ (a): Assume (x∗n, εn) ∈ X∗ × (0,+∞) are from (b), and let us demon-
strate that the slices Sn = S(B1+B2, x

∗
n, εn) form a determining sequence of slices

for B1 + B2. Fix a slice S(B1 + B2, x
∗, 2ε) with x∗ ∈ X∗ \ {0}, ε > 0 and, using

https://zbmath.org/?q=an:1210.46010
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(b), select an m for which (2.4) takes place. We are going to demonstrate that
S(B1 + B2, x

∗
m, εm) ⊂ S(B1 + B2, x

∗, 2ε). Indeed, let x ∈ S(B1 + B2, x
∗
m, εm) be

an arbitrary element. Then it is of the form x = a + b, a ∈ B1, b ∈ B2, and, by
(ii) of Lemma 2.3, a ∈ S(B1, x

∗
m, εm), b ∈ S(B2, x

∗
m, εm). It remains to apply (i)

of Lemma 2.3:

x = a+ b ⊂ S(B1, x
∗
m, εm) + S(B2, x

∗
m, εm)

⊂ S(B1, x
∗, ε) + S(B2, x

∗, ε) ⊂ S(B1 +B2, x
∗, 2ε). �

The above lemma leads to the following result.

Theorem 2.5. Let B1, B2 be non-empty bounded subsets of a Banach space X
such that B1 +B2 is SCD. Then, B1 (and so also B2) is SCD.

Proof. Let (x∗n, εn) ∈ X∗ × (0,+∞) be the family from (b) of Lemma 2.4, then
the slices S(B1, x

∗
m, εm) form a determining sequence for B1. �

The next proposition explains some difficulties that arise when one has to
demonstrate that a non-convex set is SCD.

Proposition 2.6. There are non-convex non-SCD sets containing a determining
sequence of relatively weakly open subsets. Such examples exist in every Banach
space with the Daugavet property.

Proof. Let X be a space with the Daugavet property (as before it can be assumed
separable), E be a 1-codimensional closed subspace. Then X is isomorphic to
E ⊕∞ R. Take a sequence (xn) in the unit ball of E such that both subsequences
(x2n)n∈N and (x2n−1)n∈N are dense and a sequence of tn ∈ (0, 1) such that t2n → 0
and t2n+1 → 1. The set in question will be the following subset of E ⊕∞ R:

U = {xn ⊕ tn : n ∈ N}.

This set is quickly seen to be discrete in the weak topology, so {{xn ⊕ tn} : n ∈ N}
is the requested determining sequence of relatively weakly open subsets. On the
other hand the closed convex hull of U equals BE ⊕ [0, 1] which, according to
Theorem 2.5, is not SCD because the unit ball of E is not SCD. �

Now we are ready for the first main result of the subsection demonstrating that
the converse to Theorem 2.5 is not true.

Theorem 2.7. In every Banach space X with the Daugavet property there are
convex closed bounded SCD sets A,D ⊂ X whose sum A+D is not SCD.

Proof. We will use the same sets A,D ⊂ X as in Theorem 2.2:

A = {x⊕ t : ‖x‖t ≤ 1− 3t2, t ≥ 0},
D = −A = {x⊕ t : ‖x‖t ≤ 1− 3t2, t ≤ 0},

whose intersection is BE . It has already been shown in Proposition 2.1 that A and
D are SCD.
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To see that the sum A + D is not SCD we will argue by contradiction. If
we assume that A + D is SCD then we could find a countable family (x∗n, εn) ∈
SX∗×(0, 1) as in Lemma 2.4. Notice that we can write x∗n = y∗n⊕λn ∈ X∗ = E∗⊕R.
Since BE is not SCD we can find y∗ ∈ SE∗ and δ ∈ (0, 1) such that for every n ∈ N

S(BE , y
∗
n, εn) 6⊂ S(BE , y

∗, δ). (2.5)

Considering the element x∗ = y∗⊕ 0 ∈ BX∗ we have that there is k ∈ N satisfying

S(A, x∗k, εk) ⊂ S(A, x∗, δ) and S(D,x∗k, εk) ⊂ S(D,x∗, δ)

from which it easily follows that

S(A, x∗k, εk) ∪ S(D,x∗k, εk) ⊂ {x⊕ t ∈ X : x ∈ S(BE , y
∗, δ)}. (2.6)

We now claim that

S(BE , y
∗
k, εk) ⊂ S(A, x∗k, εk) ∪ S(D,x∗k, εk) (2.7)

which together with (2.6) leads to

S(BE , y
∗
k, εk) ⊂ S(BE , y

∗, δ),

contradicting (2.5) and finishing the proof. To show the validity of the claim we
distinguish two cases. Assuming that λk ≤ 0 we get that sup{x∗k(a) : a ∈ A} =
sup{y∗k(x) : x ∈ BE} = ‖y∗k‖. As a consequence, S(BE , y

∗
k, εk) ⊂ S(A, x∗k, εk).

On the other hand, if λk ≥ 0 then analogously sup{x∗k(d) : d ∈ D} = sup{y∗k(x) :
x ∈ BE} and therefore S(BE , y

∗
k, εk) ⊂ S(D,x∗k, εk). �

Nevertheless, for the direct sum of SCD sets the situation remains simple (for
hereditarily SCD sets that was proved earlier in [10, Theorem 2.1]).

Theorem 2.8. Let B1 ⊂ X1, B2 ⊂ X2 be bounded subsets of a Banach space
X = X1 ⊕X2, and suppose that B1, B2 are SCD. Then B1 +B2 is SCD.

Proof. Let S(Bi, y
∗
n,i, δn,i), y∗n,i ∈ X∗i , n ∈ N, form determining sequences of

slices for Bi, i = 1, 2. Then, the collection of functionals x∗n,m = y∗n,1 ⊕ y∗m,2
and corresponding εn,m = min{δn,1, δm,2} will be a countable family that satisfies
condition (b) of Lemma 2.4. �

And now for the last of the promised main examples of the subsection.

Theorem 2.9. In every Banach space X with the Daugavet property there is an
SCD set B such that B ∪ (−B) is not SCD.

Proof. We follow the notation of Proposition 2.1. Let α := 1/(2
√

3) and B :=
A− αe0 = {x⊕ (t− α) : x⊕ t ∈ A}, where A is the set in (2.2). We claim that

conv(B ∪ (−B)) = BE ⊕ [−α, α].
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Indeed, it is clear that B is contained in BE ⊕ [−α, α], and so is −B. For the
converse, use simply that BE − αe0 ⊂ B, BE + αe0 ⊂ −B, and consequently

BE ⊕ [−α, α] = conv (BE − αe0) ∪ (BE + αe0) ⊂ conv(B ∪ (−B)).

Finally, if B ∪ (−B) were SCD, then BE ⊕ [−α, α] would be SCD by Lemma 1.3.
But it was already remarked above that this is never the case by Theorem 2.5, as
BE is not SCD because of the Daugavet property of E [2, Example 2.13]. �

3. Symmetrization of the examples

In the most important applications of SCD sets, the sets which appear are balls
and images of balls under the action of linear operators. So, it would be natural
to ask whether examples demonstrating non-stability of the property SCD can
be constructed to be balls of some equivalent norms, that is, to be convex closed
bounded symmetric bodies. The keyword here is “symmetric” because the exam-
ples that we have constructed above possess all the remaining properties of being
convex closed bounded, and to have non-empty interior. In this section we apply
a natural symmetrization procedure which helps to obtain symmetric examples
from non-symmetric ones.

Let U be a bounded non-empty subset of a Banach spaceX. By symmetrization
of U we will mean the following subset of Sym(U) ⊂ X ⊕∞ R:

Sym(U) = aconv(U ⊕ 1).

Lemma 3.1. Let U, V 6= ∅ be bounded subsets such that U is contained in a closed
hyperplane H0, and V lies on one side of H0 at a positive distance from H0. Then,
every slice of U is at the same time a slice of U ∪ V .

Proof. Without loss of generality we can assume that 0 ∈ U , and that U, V ⊂ BX
(this can be done by shifting and scaling). Then there are an x∗0 ∈ SX∗ and ε0 > 0
such that H0 = kerx∗0 ⊃ U , and V ⊂ {x ∈ X : x∗0(x) < −ε0}. Let x∗ ∈ SX∗ and
let S = S(U, x∗, ε) be a slice of U . Denote r = supx∈U x

∗(x) ∈ [−1, 1] and consider
for every t > 0 the functional x∗t = x∗+ tx∗0. Since on U the values of x∗t and of x∗
are the same, S = S(U, x∗t , ε) for all t > 0. We are going to demonstrate that for
some values of t > 0 the slice St = S(U ∪ V, x∗t , ε) of U ∪ V also equals S, which
will complete our proof.

So our goal is to show that there is a t > 0 such that St ∩ V = ∅. Assume to
the contrary that for every t > 0 there is an element vt ∈ V ∩ St. Then

1− tε0 ≥ x∗(vt) + tx∗0(vt) = x∗t (vt)

> sup
x∈U∪V

x∗t (x)− ε

= max
{

sup
x∈U

x∗(x), sup
x∈V

x∗(x) + tx∗0(x)
}
− ε

≥ max{r, r − tε0} − ε = r − ε,

which means that t < 1+ε−r
ε0

. This is a contradiction. �
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Lemma 3.2. If under the conditions of Lemma 3.1 U ∪V is SCD, then U is also
an SCD set.

Proof. Let {Vn : n ∈ N} be a determining sequence of slices of U ∪ V . Denote
N1 = {n ∈ N : Vn ∩ U 6= ∅}. Then Sn := Vn ∩ U , n ∈ N1, are slices of U . We
are going to demonstrate that the collection {Sn : n ∈ N1} is determining for U ,
which will do the job. Let us use Lemma 1.2. Consider a slice S of U . Then, by
Lemma 3.1, S is at the same time a slice of U ∪V . So, there is an n ∈ N such that
Vn ⊂ S, but this n automatically belongs to N1. �

Lemma 3.3. The following conditions for a bounded non-empty subset U ⊂ X
are equivalent:
(i) U is SCD,
(ii) (U ⊕ 1) ∪ −(U ⊕ 1) is SCD,
(iii) Sym(U) is SCD.

Proof. Taking into account that Sym(U) = conv ((U ⊕ 1) ∪ −(U ⊕ 1)) the equiv-
alence (ii) ⇔ (iii) follows from Lemma 1.3.

(i) ⇒ (ii): Let {Sn : n ∈ N} be a determining sequence of slices of U . Then,
the Vn := Sn⊕ 1 form a determining sequence of slices of U ⊕ 1 and the −Vn form
a determining sequence of slices of −(U ⊕ 1). By Lemma 3.1, ±Vn are also slices
of (U ⊕ 1) ∪ −(U ⊕ 1). But then the countable collection {±Vn : n ∈ N} forms a
determining sequence of slices of (U ⊕ 1) ∪ −(U ⊕ 1). Indeed, let V ⊂ X ⊕∞ R
intersect all ±Vn, n ∈ N. Then, since {Vn : n ∈ N} is determining for U ⊕ 1, we
have conv(V ) ⊃ U ⊕ 1 and since the −Vn form a determining sequence of slices
of −(U ⊕ 1) we also have conv(V ) ⊃ −(U ⊕ 1), which completes the proof of the
implication (i) ⇒ (ii).

(ii) ⇒ (i): Applying Lemma 3.2 we obtain that U ⊕ 1 is SCD, but U ⊕ 1 is a
shift of U , so U is also SCD. �

The next example is based on the elementary fact that the convex hull of the
union of symmetrized sets Sym(U1)∪ Sym(U2) is equal to the symmetrized union
Sym(U1 ∪ U2):

conv (Sym(U1) ∪ Sym(U2)) = Sym(U1 ∪ U2).

Indeed, the left hand side is convex and symmetric, contains (U1 ∪ U2) ⊕ 1, so
contains Sym(U1∪U2). Conversely, the right hand side is convex, contains Sym(U1)
and Sym(U2), so contains the convex hull conv (Sym(U1) ∪ Sym(U2)).

Theorem 3.4. In every Banach space Y with the Daugavet property there are
convex closed bounded symmetric sets B̃1, B̃2 ⊂ Y which are SCD sets, but whose
union B̃1 ∪ B̃2 is not SCD. If, additionally, Y is separable, then these B̃1, B̃2 ⊂ Y
can be chosen to have non-empty interior.

Proof. It is sufficient to consider the case of separable Y (otherwise, substi-
tute it by a separable subspace with the Daugavet property). Let X be a one-
codimensional closed subspace of Y . Then X also has the Daugavet property. Our



Operations with slicely countably determined sets 89

Y is isomorphic to X⊕∞R, so it is sufficient to construct the requested example in
X ⊕∞ R. Let B and −B be SCD sets from Theorem 2.9, and take B1 = Sym(B),
B2 = Sym(−B). Since B, −B are convex, bounded and have non-empty interior,
B1 and B2 are convex bounded symmetric bodies which are SCD by the previous
Lemma 3.3. Also, conv(B1 ∪ B2) = Sym(B ∪ (−B)), so by the same Lemma 3.3
conv(B1 ∪ B2) is not SCD, and consequently B1 ∪ B2 is not SCD. To finish the
proof define B̃1 and B̃2 to be the closures of B1 and B2 and apply Lemma 1.3. �

In order to proceed with the symmetrization of the example about the sum of
SCD sets, we first need a natural lemma.

Lemma 3.5. Let U1, U2 ⊂ X be bounded not empty subsets. Then,

conv(U1 + U2) = conv(U1) + conv(U2).

Proof. Both the right hand side and the left hand side of the equality in ques-
tion are convex closed sets, so each of them is the intersection of all half-spaces
that contain it. In other words, in order to prove the equality it is sufficient to
demonstrate that for every x∗ ∈ X∗

supx∗(conv(U1 + U2)) = supx∗
(
conv(U1) + conv(U2)

)
.

This equality is easily seen to be true, because its right hand side and left hand
side are both equal to supx∗ (U1) + supx∗ (U2). �

Theorem 3.6. In every Banach space Y with the Daugavet property there are
convex closed bounded symmetric SCD sets (which in the separable case can be
chosen to be bodies) C1, C2 ⊂ Y whose sum C1 + C2 is not SCD.

Proof. As before, we can reduce the situation to a separable space of the form
X⊕∞R, where X has the Daugavet property. Let B1 := A, B2 := D be SCD sub-
sets ofX from Theorem 2.7 such that B1+B2 is not SCD, and take C1 = Sym(B1),
C2 = Sym(B2), which are closed convex bounded symmetric SCD bodies. It re-
mains to demonstrate that C1 + C2 is not SCD. Using Lemma 3.5 we can see
that

C1 + C2 = conv((B1 ⊕ 1) ∪ −(B1 ⊕ 1)) + conv((B2 ⊕ 1) ∪ −(B2 ⊕ 1))

= conv (((B1 ⊕ 1) ∪ −(B1 ⊕ 1)) + ((B2 ⊕ 1) ∪ −(B2 ⊕ 1))) .

According to Lemma 1.3, it is sufficient to show that the set

((B1 ⊕ 1) ∪ −(B1 ⊕ 1)) + ((B2 ⊕ 1) ∪ −(B2 ⊕ 1))

= ((B1 +B2)⊕ 2) ∪ ((B1 −B2)⊕ 0)

∪ ((B2 −B1)⊕ 0) ∪ (−(B1 +B2)⊕ (−2))

is not SCD. With the help of Lemma 3.1 this can be deduced from the fact that
B1+B2 is not SCD exactly the same way as the implication (ii)⇒ (i) of Lemma 3.3,
because (B1 + B2) ⊕ 2 lies in the hyperplane of those elements whose second
coordinate equals 2, and the rest of the set lies at a distance at least 2 from that
hyperplane. �
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Before coming to the symmetrization of the non-SCD intersection example,
one more easy remark.

Lemma 3.7. Let U0, U1 ⊂ X be non-empty subsets with U0 ⊂ U1, and let U1 be
convex. Then, Uλ := λU1 + (1− λ)U0 increases when λ ∈ [0, 1] increases.

Proof. Let 0 ≤ λ ≤ µ ≤ 1. Then

Uµ = µU1 + (1− µ)U0 = λU1 + (µ− λ)U1 + (1− µ)U0

⊃ λU1 + (µ− λ)U0 + (1− µ)U0

⊃ λU1 + (1− λ)U0 = Uλ. �

Also remark that if U ⊂ X is convex, then Sym(U) ⊂ X ⊕∞ R can be written
as

Sym(U) = {(tu− (1− t)v)⊕ (2t− 1) : u, v ∈ U, t ∈ [0, 1]}.

In other words,

Sym(U) =
⋃

t∈[0,1]

(tU − (1− t)U)⊕ (2t− 1).

This implies the following formula for the intersection of Sym(U1) ∩ Sym(U2) in
the case of convex U1, U2 ⊂ X:

Sym(U1) ∩ Sym(U2) =
⋃

t∈[0,1]

((tU1 − (1− t)U1) ∩ (tU2 − (1− t)U2))⊕ (2t− 1).

Theorem 3.8. In every (separable) Banach space Y with the Daugavet property
there are convex closed bounded symmetric sets (bodies) which are SCD sets, but
whose intersection is not SCD.

Proof. Again, it is sufficient to consider a separable space of the form X ⊕∞ R,
where X has the Daugavet property. Let A ⊂ X be as in Proposition 2.1. Denote
U1 = A, U2 = −A. We are going to demonstrate that Sym(U1),Sym(U2) ⊂
X ⊕∞ R are the requested non-empty bounded convex symmetric SCD bodies
such that W := Sym(U1) ∩ Sym(U2) is not SCD.

Each element of X is of the form e + te0, e ∈ E, t ∈ R, and in order to avoid
misunderstanding we will not use the expression e ⊕ t for e + te0 in the current
proof. The notation x ⊕ t is reserved for elements of X ⊕∞ R, and x∗ ⊕ τ for
elements of (X ⊕∞ R)∗ = X∗ ⊕1 R.

For every t ∈ [0, 1] denote At = (tA− (1− t)A) ∩ ((1− t)A− tA). Then,

W =
⋃

t∈[0,1]

(At ⊕ (2t− 1)) . (3.1)

Geometrically this means that the lowest level section (with t = 0) of W is the set
(A∩−A)⊕(−1) = BE⊕(−1), when we move to higher levels the section transforms
up to A−A

2 ⊕0 when t = 1
2 , and then transforms back until (A∩−A)⊕1 = BE⊕1
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when t = 1. The set W is not only centrally symmetric with respect to zero, but
also doubly mirror-symmetric in the following sense: for every e ∈ E, a, b ∈ R, if
(e+ ae0)⊕ b ∈W , then (±e± ae0)⊕ (±b) ∈W for all choices of ±.

Let us assume to the contrary that W is SCD. From this assumption we are
going to deduce that BE is SCD, which will be the desired contradiction. Let
Sn = S(W,w∗n, εn) form a determining sequence of slices of W , w∗n = x∗n ⊕ τn.
Denote also e∗n ∈ E∗ and sn ∈ R those elements that represent the corresponding
x∗n, i.e., x∗n(e + te0) = e∗n(e) + snt for all e ∈ E, t ∈ R. By the Bishop-Phelps
theorem the set of functionals that attain their supremum on W is norm-dense in
the dual space, consequently, by a small perturbation argument, we may assume
that each w∗n attains its supremum Rn on W at some point wn = xn ⊕ bn =
(en + ane0)⊕ bn ∈W , bn = 2tn − 1, that is

Rn := sup
w∈W

w∗n(w) = x∗n(xn) + τnbn = e∗n(en) + snan + τnbn.

We are going to show that S̃n = S(BE , e
∗
n, εn), n ∈ N, form a determining sequence

of slices of BE . Fix an arbitrary e∗ ∈ SE∗ and ε ∈ (0, 1). According to Lemma 1.2,
our task is to find an n ∈ N such that S̃n ⊂ S(BE , e

∗, ε). Let us extend e∗ to the
whole X ⊕∞ R by the natural rule e∗((e + t1e0) ⊕ t2) := e∗(e) and consider the
corresponding slice S(W, e∗, ε2 ). Due to the same Lemma 1.2 there is anm ∈ N such
that Sm ⊂ S(W, e∗, ε2 ). Remark that the corresponding e∗m is non-zero, otherwise
with every point (e + ce0) ⊕ d the slice Sm would contain also (ce0) ⊕ d, thus
contradicting the inclusion Sm ⊂ S(W, e∗, ε2 ). Without loss of generality we may
assume that sm, τm ≥ 0 (here we use the symmetry of W and of S(W, e∗, ε2 ) with
respect to corresponding changes of signs). Then we can also assume am, bm ≥ 0
and consequently tm ≥ 1

2 .
By the definition, x∗m(xm) = supx∗m (Atm). We claim that in fact

x∗m(xm) = supx∗m ((1− tm)A+ tmBE) = (1− tm) supx∗m(A) + tm‖e∗m‖. (3.2)

Indeed, Atm = (tmA − (1 − tm)A) ∩ ((1 − tm)A − tmA) ⊂ (1 − tm)A − tmA, so
xm ∈ Atm has a representation of the form xm = (1 − tm)y − tmz with y, z ∈ A.
Consequently,

x∗m(xm) = (1− tm)x∗m(y) + tmx
∗
m(−z)

≤ (1− tm) supx∗m(A) + tm supx∗m(−A)

= (1− tm) supx∗m(A) + tm‖e∗m‖,
where we used the positivity of sm in the last step. For the reverse inequality in
(3.2) we can use the inclusion A ⊃ BE , the inequality tm ≥ 1− tm and Lemma 3.7
which together give us the inclusion (1− tm)A+ tmBE ⊂ tmA+ (1− tm)BE . This
implies that

Atm = (tmA− (1− tm)A) ∩ ((1− tm)A− tmA)

⊃ (tmA− (1− tm)BE) ∩ ((1− tm)A− tmBE) (3.3)
= (tmA+ (1− tm)BE) ∩ ((1− tm)A+ tmBE)

⊃ (1− tm)A+ tmBE ,
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so
x∗m(xm) = supx∗m (Atm) ≥ supx∗m ((1− tm)A+ tmBE) .

Thus, the formula (3.2) is proved. It remains to prove that S̃m ⊂ S(BE , e
∗, ε), or

in other words that S̃m \S(BE , e
∗, ε) = ∅. Assume that this set is not empty, and

pick an arbitrary e ∈ S̃m\S(BE , e
∗, ε). Then e ∈ BE and e satisfies simultaneously

two inequalities:

e∗m(e) > ‖e∗m‖ − εm, and e∗(e) ≤ 1− ε. (3.4)

Take an arbitrary g ∈ A with x∗m(g) > supx∗m(A) − εm. According to (3.3),
(1− tm)g + tme ∈ Atm , so

((1− tm)g + tme)⊕ bm = ((1− tm)g + tme)⊕ (2tm − 1) ∈W.

Then, the following inequality

w∗m(((1− tm)g + tme)⊕ bm) = x∗m((1− tm)g + tme) + τmbm

> (1− tm)(supx∗m(A)− εm)

+ tm(‖e∗m‖ − εm) + τmbm

= x∗m(xm) + τmbm − εm = Rm − εm

implies that ((1−tm)g+tme)⊕bm ∈ Sm, and consequently ((1−tm)g+tme)⊕bm ∈
S(W, e∗, ε2 ). This means that

(1− tm)e∗(g) + tme
∗(e) = e∗(((1− tm)g + tme)⊕ bm) > 1− ε

2
.

Together with the second condition from (3.4) this gives

1− ε

2
< (1− tm)e∗(g) + tme

∗(e) < (1− tm) + tm(1− ε) = 1− tmε ≤ 1− ε

2
.

This contradiction proves that S̃m \ S(BE , e
∗, ε) = ∅. �

4. Relationship between SCD and aSCD sets

In this section we prove two main results that answer [2, Question 7.5]. Namely,
we demonstrate that the properties aSCD and SCD are not equivalent for general
bounded closed convex sets, but in the most important case for the applications,
namely that of balanced bounded closed convex sets, the equivalence holds true.

4.1. aSCD and SCD are not equivalent

In order to present the promised example of an aSCD set that is not SCD, we
need some more preparatory work. We keep the notation from Proposition 2.1. In
particular, X is the direct sum of its subspace E and a one-dimensional subspace
span e0 equipped with an equivalent norm in which it can be identified with E⊕∞R,
and E possesses the Daugavet property.
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Lemma 4.1. Denote

C1 =

{
y ⊕ t ∈ X : t ∈

[
0,

1√
3

]
, ‖y‖ ≤

√
1− 3t2

1 + t2

}
,

C2 =

{
y ⊕ t ∈ X : t ∈

[
0,

1√
3

]
, ‖y‖ ≤

√
1− 3t2

}
.

Then for every subset C ⊂ X satisfying C1 ⊂ C ⊂ C2 and for every slice S of C
we can find another slice S′ = S(C, y∗ ⊕ λ, ε) ⊂ S with λ > 0 and S′ ∩BE = ∅.

Proof. We are going to prove two claims from which we can deduce the result
easily.

Claim 1: Every slice of C contains a slice of the form S(C, x∗, ε) where x∗ = y∗⊕λ
with λ > 0.

Let S = S(C, x∗, ε) be a slice of C with x∗ = y∗ ⊕ λ 6= 0, and λ ≤ 0. We are
going to distinguish three cases:

(A) λ = 0. Without loss of generality we can take ‖y∗‖ = 1, and consequently
sup{x∗(a) : a ∈ C} = 1. In this case S(C, y∗ ⊕ (ε/2), ε/2) satisfies that each of its
elements x⊕ t has the property

y∗(x) +
ε

2
≥ y∗(x) + t

ε

2
≥ sup

{
〈y∗ ⊕ ε

2
, a〉 : a ∈ C

}
− ε

2
≥ 1− ε

2
,

that is y∗(x) ≥ 1− ε. Therefore S(C, y∗ ⊕ (ε/2), ε/2) ⊂ S(C, x∗, ε).
(B) y∗ = 0, λ < 0. Without loss of generality we can take λ = −1. In this case

S(C, x∗, ε) = {x⊕ t ∈ C : t ∈ [0, ε)} .

Take an arbitrary e∗ ∈ SE∗ . Taking into account that all elements x ⊕ t ∈ C

satisfy t ≤
√

1−‖x‖2
3 , we obtain that for all δ < ε2

S(C, e∗ ⊕ 0, δ) = {x⊕ t ∈ C : e∗(x) > 1− δ}
⊂ {x⊕ t ∈ C : ‖x‖ > 1− δ}
⊂ S(C, x∗, ε),

which reduces the problem to the case (A).
(C) y∗ 6= 0, λ < 0. Again, without loss of generality we can take ‖y∗‖ = 1, and

since λ is negative, sup{x∗(a) : a ∈ C} = ‖y∗‖ = 1. Fix an η > 0 small enough to
have η2 − λη < ε. In this case the slice S(C, y∗ ⊕ 0, η2) satisfies that each of its
elements x⊕ t has the property√

1− 3t2 ≥ y∗(x) > 1− η2

which yields that t < η and so

〈y∗ ⊕ λ, x⊕ t〉 = y∗(x) + λt ≥ 1− η2 + λη > 1− ε.
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We obtain that
S(C, y∗ ⊕ 0, η2) ⊂ S(C, y∗ ⊕ λ, ε),

which again reduces the problem to the case (A).

Claim 2: For every x∗ = y∗ ⊕ λ ∈ X∗ with λ > 0 there is ε > 0 such that

S(C, y∗ ⊕ λ, ε) ∩BE = ∅.

If y∗ = 0 then the slice S(C, 0 ⊕ λ, λ
2
√
3
) does not intersect BE . It remains to

consider y∗ 6= 0. Without loss of generality we can assume that ‖y∗‖ = 1. Then

sup{x∗(a) : a ∈ C} ≥ sup{x∗(a) : a ∈ C1}
= sup
t∈[0, 1√

3
]

sup

‖x‖≤
√

1−3t2

1+t2

{y∗(x) + λt}

= sup
t∈[0, 1√

3
]

{√
1− 3t2

1 + t2
+ λt

}
.

Denote g(t) =
√

1−3t2
1+t2 + λt. It is standard to check that g′(0) = λ > 0 so the

supremum of g(t) on [0, 1√
3
] is strictly greater than g(0) = 1. We can then write

this supremum as 1 + δλ for some δλ > 0. Finally, we are going to check that
S(C, y∗ ⊕ λ, δλ/2) satisfies the desired property: for each x ∈ BE we have that

〈y∗ ⊕ λ, x〉 = y∗(x) ≤ 1 < 1 +
δλ
2
≤ sup{x∗(a) : a ∈ C} − δλ

2
.

This finishes the proof of Claim 2 and of our Lemma. �

Remark that according to (a) and (b) of Proposition 2.1, the set A satisfies the
condition C1 ⊂ A ⊂ C2 of Lemma 4.1. Since A is SCD, this implies the following
corollary.

Proposition 4.2. Let X and A be as in Proposition 2.1. Then, we can choose
a determining sequence of slices Sn = S(A, x∗n, εn) of A such that x∗n = y∗n ⊕ λn
with λn > 0 and moreover Sn ∩ E = ∅.

Now we are ready for the main result of the subsection that answers [2, Ques-
tion 7.5] in the negative.

Theorem 4.3. Let X be a Banach space with the Daugavet property. There is
a convex and closed set C̃ ⊂ X which is aSCD but not SCD.

Proof. As before, we reduce the situation to the separable case, consider
a 1-codimensional subspace E ⊂ X, and write the whole space as the direct sum
X = E ⊕ Re0. Let A be the same set as before:

A = {x⊕ t ∈ X : ‖x‖2t + 3t2 ≤ 1, t ≥ 0}.
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Let α := 1/(2
√

3). Select δ > 0 small enough so that δBE ⊕ α ⊂ A and denote
C = conv (BE ∪ (δBE ⊕ α)). We are going to consider the set

C̃ := A ∪ (−C).

• C̃ is convex and closed: A and −C are convex and closed sets, and it is easy
to deduce that so is C̃ using that C̃ ⊂ BE ⊕R and A∩ (−C) = BE . For the
same reason,

C̃ = conv(A ∪ (−(δBE ⊕ α))). (4.1)

• C̃ is aSCD: We know by Proposition 2.1 that A is SCD. If (Sn)n∈N is a
determining sequence of slices for A, then by Proposition 4.2 we can also
assume that Sn = S(A, y∗n⊕λn, εn) with λn > 0 and Sn∩BE = ∅. This yields
that (Sn)n∈N is actually a sequence of slices of C̃. It moreover satisfies the
condition of aSCD for C̃: given xn ∈ Sn we have that A ⊂ conv{xn : n ∈ N}
by the choice of the sequence, so

A ∪ (−C) ⊂ A ∪ (−A) ⊂ aconv{xn : n ∈ N}.

• C̃ is not SCD: Assume that C̃ is SCD. Then from (4.1) we deduce that
A ∪ (−(δBE ⊕ α)) is SCD. A direct application of Lemma 3.2 gives us that
δBE ⊕ α is SCD, which is impossible, because this set is obtained from the
non-SCD set δBE by a shift.

�

4.2. The case of balanced sets

Since both the definition of a balanced set and of an aSCD set depend on the scalar
field, in this subsection we address both the cases of real and complex scalars.

Let U ⊂ X be a convex closed bounded balanced set, x∗ ∈ X∗ be a non-zero
functional, ε > 0. Denote Sb(U, x∗, ε) the corresponding balanced slice of U :

Sb(U, x∗, ε) =
{
x ∈ U : |x∗(x)| > sup

a∈U
|x∗(a)| − ε

}
.

Also, let us call a sequence of sets Vn ⊂ U , n ∈ N, balanced determining for U if
for each B ⊂ X that intersects all the Vn, n ∈ N, it holds that U ⊂ aconv(B).

The following proposition is completely analogous to Lemma 1.2.

Lemma 4.4. Let U ⊂ X be a convex closed bounded balanced set. Then, the
following conditions on a sequence {Vn : n ∈ N} of non-empty subsets of U are
equivalent:

(i) {Vn : n ∈ N} is balanced determining for U .
(ii) Every balanced slice of U contains one of the Vn.

Proof. (i) ⇒ (ii). Assume that some balanced slice S = Sb(U, x∗, ε) of U does
not contain any of the Vn. Then B := U \ S intersects all the Vn. But B ⊂
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{x ∈ X : |x∗(x)| ≤ supa∈U |x∗(a)| − ε}, which is a convex closed balanced set.
Consequently aconvB ⊂ {x ∈ X : |x∗(x)| ≤ supa∈U |x∗(a)| − ε} which means that
aconvB 6⊃ U , and consequently {Vn : n ∈ N} is not balanced determining.

(ii) ⇒ (i). Let B ⊂ U intersect all the Vn. Then B intersects all the balanced
slices of U , so for every x∗ ∈ X∗ we have supu∈U |x∗(u)| = supb∈B |x∗(b)|. This
means that Bo = Uo and by the bipolar theorem U = aconv(B). �

Theorem 4.5. Let U ⊂ X be a convex closed bounded balanced aSCD set, then
U is SCD.

Proof. 1. The real case. Let Vn ⊂ U , n ∈ N, form a balanced determining
sequence of slices for U , and let us demonstrate that the ±Vn, n ∈ N, are de-
termining for U . According to Lemma 1.2 we must demonstrate that every slice
S = S(U, x∗, ε) of U contains one of the ±Vn. Consider the corresponding balanced
slice Sb = Sb(U, x∗, ε) = S ∪ (−S). Due to Lemma 4.4, there is an m ∈ N such
that Vm ⊂ Sb. Since Vm is connected, it must be contained in one of connected
components of Sb, that is either Vm ⊂ S, or Vm ⊂ (−S). In the first case the job
is done, and in the second case −Vm ⊂ S, which is also fine for us.

2. The complex case. Let Vn ⊂ U , n ∈ N, form a balanced determining sequence
of slices for U , and let {rm}m∈N be a dense subset of the unit circle T of C. We
will check now that the rmVn, m,n ∈ N, are determining for U . According to
Lemma 1.2 we must demonstrate that every slice S = S(U,Rex∗, ε) of U contains
one of the rmVn. For this, let α = supu∈U |x∗(u)| (which we assume to be > 0 to
avoid a trivial situation) and consider the balanced slice Sb = Sb(U, x∗, ε/2). Due
to Lemma 4.4, there is an n0 ∈ N such that Vn0 ⊂ Sb. This means that

{x∗(v) : v ∈ Vn0
} ∩ {z ∈ C : |z| < α− ε} = ∅,

in fact, these convex subsets of C = R2 have positive distance and can hence be
strictly separated, by the Hahn-Banach theorem, so that there is some r ∈ T such
that

inf
v∈Vn0

Re rx∗(v) > sup
|z|<α−ε

Re rz,

We may assume by a perturbation argument that r = rm0
for some m0, thus

Rex∗(rm0
v) > α− ε for all v ∈ Vn0

,

in other words rm0Vn0 ⊂ S. �

5. Open problems

In this small section we list several questions about SCD sets that we have been
unable to solve. Some of these questions were mentioned explicitly in previous
papers, some of them appeared implicitly, and some of them are motivated by the
results of our paper.

1. Does every separable Banach space that is not SCD possess the Daugavet
property in some equivalent norm?
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2. Does there exist a pair U1, U2 of hereditarily SCD subsets of a Banach space
such that U1 + U2 is not SCD?

3. Does the relative weak topology on a closed convex bounded SCD set U ⊂ X
always have a countable π-basis?

4. Is every space with an unconditional basis SCD?
5. Must the union of two hereditarily SCD subsets of a Banach space be an

SCD set?

Concerning the last problem, remark that conv(U1∪U2) need not be hereditar-
ily SCD when U1, U2 are hereditarily SCD. Indeed, if U1, U2 are the hereditarily
SCD sets from [10, Corollary 2.2] whose Minkowski sum is not hereditarily SCD,
then conv(U1∪U2) ⊃ 1

2 (U1 +U2), so conv(U1∪U2) is not hereditarily SCD either.
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