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1. Introduct ion 

In the theory of complex geometry, the complete Kahler manifolds 
with positive holomorphic bisectional curvature have been studied for 
many years. If M is a complete compact Kahler manifold of complex 
dimension n with positive holomorphic bisectional curvature, people 
conjectured that M is biholomorphic to CP n. This was the famous 
Frankel Conjecture and was solved by Mori [34] and Siu-Yau [46] in 
1979. In the case where M is noncompact, Greene-Wu [18] and Yau 
have the following conjecture: 

Conjecture . Suppose M is a complete noncompact Kahler manifold 
with positive holomorphic bisectional curvature. Then M is biholomor­
phic to C n. 

Several results concerning this conjecture were obtained in the past 
few years. In 1981, N. Mok, Y.T. Siu and S.T. Yau [31] proved the 
following theorem: 

T h e o r e m . Suppose M is a complete noncompact Kahler manifold 
of complex dimension n > 2 with bounded and nonnegative holomorphic 
bisectional curvature. Suppose M is a Stein manifold. Suppose there 
exist constants 0 < e, Co, C\ < +oo such that 

(i) V o l ( B ( x , 7 ) ) > C0j
2n, 0 < 7 < + œ , 

C 
(ii) 0 < R{x) < — 1——, x e M, 

j(x,x0)
2+e 
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where B(xo, 7) denotes the geodesic ball of radius 7 and centered at x , 
Vol(B(xo,j)) denotes the volume of B(xo,j), R(x) denotes the scalar 
curvature, and j(x, x ) denotes the distance between x and x . Then M 
is isometrically biholomorphic to C n with the flat metric. 

The method used in Mok-Siu-Yau's paper [31] is the study of the 
Poincare-Lelong equation on complete noncompact Kahler manifolds. 
Their result was improved by N. Mok [32] in 1984. In his paper [32] Mok 
used some algebraic geometrical techniques to control the holomorphic 
functions of polynomial growth on M and obtained the following result: 

T h e o r e m . Suppose M is a complete noncompact Kahler manifold of 
complex dimension n with bounded and positive holomorphic bisectional 
curvature. Suppose there exist constants 0 < Co, C\ < +00 such that 

(i) V o l ( B ( x , 7 ) ) > C0j
2n, 0 < 7 < + œ , 

C 
(ii) 0 < R(x) < ——1—-r, x e M. 

J{x,x)2 

Then M is biholomorphic to an affine algebraic variety. 

Under the direction of S.T. Yau, the author of this paper proved the 
following result in his Ph.D. thesis [43] in 1990: 

T h e o r e m 1.1. Suppose M is a complete noncompact Kahler man­
ifold of complex dimension n with bounded and positive holomorphic 
bisectional curvature. Suppose there exist constants 0 < Co, C\ < +00 
such that 

(i) V o l ( B ( x , 7 ) ) > C0j
2n, 0 < 7 < + œ , 

C 
(ii) Z R{x)dx < - i - V o l ( B ( x , 7 ) ) , x0 G M, 0 < 7 < +00. 

B(xor<) 7 

Then M is biholomorphic to C n. 

The method which we used in [43] to prove Theorem 1.1 is the study 
of the following Ricci flow evolution equation of the metric on M: 

(1) ^g ij{t) = -2R ij{t), 

where g ij(t) is a family of metrics, and R ij(t) denotes the Ricci curvature 
of g ij(t). Evolution equation (1) was originally developed by R.S. Hamil­
ton [22] in 1982. Using evolution equation (1) Hamilton proved [22] that 
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one can deform the metric on compact three-dimensional Riemannian 
manifolds with positive Ricci curvature to a metric with constant sec­
tional curvature. Many papers which are related to evolution equation 
(1) have been published since 1982. For examples one can see [9], [10], 
[22], [23], [24], [40], [41] and [42]. 

In [43] we proved that under the assumption of Theorem 1.1, the 
evolution equation (1) has a solution g ij(t) for all time 0 < t < +oo, 
and the curvature of g ij(t) tends to zero as time t —> +oo. We then 
constructed a flat Kahler metric on M. Thus we know that M is bi-
holomorphic to C n. 

After the graduation of the author from Harvard University in 1990, 
we continue to work to improve the result in Theorem 1.1. We have 
already found that under some weaker assumptions than that of The­
orem 1.1, the evolution equation (1) still has a solution g ij(t) for all 
time 0 < t < +00. But to study the behavior of the solution g ij(t) 
as the time t —> +oo is a complicated problem. This problem is now 
partially solved by the use of the results of Andersen-Lempert [1] and 
Forstneric-Rosay [16] in 1992 and 1993. In their papers [1] and [16] 
some approximations of biholomorphic mappings by automorphisms of 
C n were obtained. With the help of their results, we are going to prove 
the following main result in this paper: 

T h e o r e m 1.2. Suppose M is a complete noncompact Kahler mani­
fold of complex dimension n with bounded and positive sectional curva­
ture. Suppose there exist constants 0 < e, C\ < +oo such that 

Z R(x)dx< \ - V o l ( B ( x , 7 ) ) , xo e M, 0 < 7 < +00. 
B(xor/) ( 7 + l ) 1 + e 

Then M is biholomorphic to a pseudoconvex domain in C n. 

Because C n is biholomorphic to some proper subdomains Ci of C n 
when n > 2. These domains Q are called Fatou-Bieberbach domains. 
For examples of Fatou-Bieberbach domains one can see Bochner-Martin 
[6], Dixon-Esterle [15] and Rosay-Rudin [38]. Thus to construct a bi­
holomorphic map from the manifold M onto C n is somehow difficult. If 
we can prove that the pseudoconvex domain which the manifold M is 
biholomorphic to in Theorem 1.2 is a Fatou-Bieberbach domain, then 
we know that the manifold M in Theorem 1.2 is actually biholomorphic 
to C n. This might be a topic for the future study. 

In this paper, §2-§7 are modifications of the techniques appeared 
in [43] in 1990. Therefore, §2-§7 of this paper can be regarded as a 
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modified version of the author 's thesis [43]. The result in Theorem 
1.1 of this paper was announced in [44]. The author would like to 
thank Professor S.T. Yau for his suggestions and encouragement during 
my Ph.D. degree study program at Harvard University. The thanks 
are also due to Department of Mathematics, Harvard University and 
Alfred P. Sloan Foundation for their financial support during the proof 
of Theorem 1.1 in 1989 and 1990. 

x9 of this paper contains an application of the results of Andersen-
Lempert [1] and Forstneric-Rosay [16] in 1992 and 1993. With the 
help of their results on approximations of biholomorphic mappings by 
automorphisms of C n, we complete the proof of Theorem 1.2. 

We talked about the result of this paper in the Workshop on Rieman-
nian Metrics Satisfying Curvature Equations held at MSRI at Berkeley 
in September, 1993, and also in the Midwest Several Complex Variables 
Conference held at Purdue University in May, 1994. 

2. Short t i m e ex i s t ence for the evo lut ion equat ion 

Suppose M is a Riemannian manifold with the metric 

(1) ds = g ij(x)dx i dx j > 0. 

We use fR ijkl g to denote the Riemannian curvature tensor of M, and 
let 

R ij = g kl R ikjl, R = g ij R ij = g ij g kl R ikjl 

be the Ricci curvature and scalar curvature respectively, where (g ij) = 

(g)-1-
For any two tensors such as fT ijkl g and fU ijkl g defined on M, we 

have the inner product 

< T ijkl, U ijkl >= g iag g 1g T ijkl Ua^s-

The norm of fT ijkl g is defined as follows: 

j T j2 *- T T \ 
ijkl — \ ijkli ijkl ^ • 

We use rT ijkl to denote the covariant derivatives of the tensor fT ijkl g 
with respect to the metric ds2, and r m T ijkl to denote all of the m - t h 
order covariant derivatives of fT ijkl g. 
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Using the evolution equation to deform the metric on any real n ­
dimensional Riemannian manifold (M,g ij): 

d 

the first important thing we have to consider is the short time existence 
for the solution of the evolution equation (2). In the case where M is 
a compact Riemannian manifold, Hamilton in [22] proved that for any 
given initial da ta metric g ij on M, the evolution equation (2) always 
has a unique solution for a short time interval. In the case where M is 
a complete noncompact Riemannian manifold, the short time existence 
for the solution of evolution equation (2) is not true in general. It is easy 
to find a complete noncompact Riemannian manifold (M, g ij) such that 
on which the evolution equation (2) does not have any solution for an 
arbitrarily small time interval. If we assume that the curvature tensor on 
M is bounded by some constant, then the short time existence theorem 
for the solution of evolution equation (2) was proved by the author in 
[40]. We have 

T h e o r e m 2 .1 . Suppose (M, g ij(x)) is an n-dimensional complete 
noncompact Riemannian manifold with its Riemannian curvature tensor 
fR ijkl g satisfying 

(3) jR ijkl j2 < k0, on M, 

where 0 < ko < +oo is a constant. Then there exists a constant 
T(n, ko) > 0 depending only on n and ko such that the evolution equa­
tion 

(A\ I 'dt g ij\xit) = ~^R ij\x,t), 

g ij(x, 0) = g ij(x), Mx e M 

has a smooth solution g ij(x,t) > 0 for a short time 0 < t < T(n,ko), 
and satisfies the following estimates: For any integers m > 0, there exist 
constants C(n, m, ko) > 0 depending only on n, m and ko such that 

sup jr m R ijkl(x,t)j2 < C(n,m,ko) (\ 
xeM t 

(5) 0 < t < T(n,k0). 
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Proof. This is Theorem 1.1 in [40]. q.e.d. 

More explicitly we have the following corollary: 

Corollary 2 .2 . Suppose (M, g ij(x)) is an n-dimensional complete 
noncompact Riemannian manifold with its Riemannian curvature tensor 
fR ijkl g satisfying 

jR ijkl j2 < k0, on M, 

where 0 < ko < +oo is a constant. Then there exists a constant 0 < 
9o(n) < +00 depending only on n such that the evolution equation p 4 ) 
has a smooth solution g ij(x,t) > 0 for a short time 0 < t < # o ( n ) / k 
and satisfies the following estimates: For any integers m > 0, there exist 
constants C(n, m) > 0 depending only on n and m such that 

j r R / M9 C(n, m) • ko 
sup m i jk l {x , t ) j 2 < y \m ° , 

(6) f o r 0 < t < p . 

Proof. If ko = 1, Corollary 2.2 follows directly from Theorem 2.1. If 
k0 ^ 1, we define a new metric on M: 

(7) g i j (x ) = k0g i j ( x ) , x e M. 

We use fR ijkl(x)g and r to denote, respectively, the Riemannian cur­
vature tensor and the covariant derivative with respect to g ij(x). From 
the definition of g ij(x) it follows that 

(8) jR jkl(x)j2 < 1, o n M . 

Using Theorem 2.1 we know that the evolution equation 

/q\ I 'dt g ij\xìt) = ~^R ij\x,t), 

g i j (x, 0) = g i j (x), Vx e M 

has a smooth solution g ij(x, t) > 0 for a short time 0 < t < 9o(n), where 
0 < 9o(n) < +00 depends only on n. We still have 

(10) supjr m R jkl(x,t)j2<Cn m - , 0<t<6o(n), 
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for all integers m > 0. Now we define 

f 
11 g ij(x,t) g ij(x, k0t), x e M, 0 < t < %{n 

ko k 

Then it is easy to see that g ij(x,t) > 0 is a smooth solution of the 
evolution equation (4) on 0 < t < 9o(n)/p k~ö and satisfies (6) for any 
integers m > 0. q.e.d. 

L e m m a 2 .3 . Suppose M is an n-dimensional complete noncompact 
Riemannian manifold, andg ij(x,t) > 0 are smooth Riemannian metrics 
defined on M X [0,T], where 0 < T < +oo is an arbitrary constant. 
Suppose the following assumptions hold: 

(12) 

(13) 

-Qt g ij{x,t) = -2 i? i j (x t ) , on M X [0,T], 

sup jR ijkl{x,t)j2 < k0, 
Mx[0,T] 

where 0 < ko < +oo is a constant. Then for any integers m > 1, there 
exist constants 0 < c(n, m) < +oo depending only on n and m such that 

(14) -2n p T 2nykT 

(15) 

g ij(x,0) < g ij(x,t) < e n kT g i j(x,0), 

x e M, 0 t < T, 

sup jr m R ijkl(x,t)j < c(n1m) 
xeM 

k - i —+i 
+ k2 

0 < t < T. 

Proof. We can assume without lose of generality that ko = 1. If 
k0 ^ 1, we can use the rescaling technique as what we did in the proof 
of Corollary 2.2. Thus we only need to prove Lemma 2.3 for the case 
ko = 1. From (13) it follows that 

t)j2<l, o n M x [ 0 , T ] . (16) 

Thus 

(17) 

jR ijkl \ 

jR ij(x,t)j2 <n2, o n M x [ 0 , T ] , 

which, together with (12), yields 

< 2n, o n M x [ 0 , T ] , — 
ßt g ij\xi t) 

d 
2ng ij(x,t) < -K-g ij(x,t) < 2ng i j(x , t ) , on M X [0,T], 
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(18) e-2nt g ij(x,0) < g ij{x,t) < e2nt g ij{x,0), on M x [0,T]. 

Since 0 < t < T, from (18) it follows that 

e-2nT g ij(x, 0) < g ij(x, t) < e2nT g ij(x, 0), on M X [0, T]. 

Thus (14) is true for the case ko = 1. q.e.d. 

Using (16), (18) and the same arguments as what we used in the 
proof of Lemma 7.1 in [40] we know that there exists a constant 0 < 
0(n) < +00 depending only on n such that for any integers m > 1, we 
have 

(19) sup jVm R ijkl{x,t)j2 < c n m , 0 < t < 9(n), 

where 0 < c(n, m) < +oo are constants depending only on n and m. 

If T < 0(n), then (15) is already true for the case ko = 1 by (19). If 
T > 0(n), for any to G [0(n),T], we define a new metric 

(20) g ij(x,t) = g ij(x,t+to-0(n)), x e M, 9{n)-to < t < T+0(n)-to. 

Combining (12), (16) and (20) gives 

(21) ft g ij(x,t) = -2R ij(x,t), 0 < t <T + 0(n)-to, 

(22) jR ijkl(x,t)j2<l, o n M x [ 0 , T-t0 + 9(n)], 

where we have used fRijkl(x, t)} to denote the curvature tensor of 
g ij(x,t). Thus by the same reason as (19) we get 

c\ n m I 
(23) sup jVm R ijkl{x,t)j2 < -^m-1, 0 < t < 0{n), m > 1. 

Combining (20) and (23) yields 

1 
(24) sup jVm R ijkl(x,t)j2<c(n,m) 

xeM t — to + V{n 

for all integers m > 1 and to — 0(n) < t < to. Now we let t = to, from 

(24) it follows that 

(25) sup jVm R ijkl(x,t0)j
2 < c(n,m) 

xeM 
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Since to G [0(n),T] is arbitrary, by (25) for any integers m > 1, there 
exist constants 0 < c(n, m) < +oo depending only on n and m such 
that 

(26) sup jr m R ijkl(x,t)j2 < c(n,m), 9{n) <t<T. 
xEM 

Combining (19) and (26) we know that (15) is true for any T for the 
case ko = 1, and hence complete the proof of Lemma 2.3. 

Now we start to discuss Kahler manifolds case. Suppose M is a com­
plete Kahler manifold of complex dimension n with the Kahler metric 

(27) ds2 = ga-ßdzadzß > 0, 

where z = fz1, z2,... , z n g denotes the local holomorphic coordinate on 
M. Suppose 

(28) 

z k = x k + p ^ ï x k+n, 

k = 1, 2 , . . . , n. 

x k e M, x k+n e M, 

Then x = a;1, x2,... , x2n g is the local real coordinate on M. Usually 
we use a, f, y, S,..., etc. to denote the indices corresponding to holo­
morphic vectors or holomorphic covectors, o-, ß, 7, S,..., etc. the indices 
corresponding to antiholomorphic vectors or antiholomorphic covectors, 
and i, j , k, l , . . . , etc. the indices corresponding to real vectors or real 
covectors. Suppose in the real coordinate x = fx i g the Kahler metric 
(27) can be written as 

(29) ds2 = g ij(x)dx i dx j > 0. 

Then (29) is a complete Riemannian metric on M, and M is a real 
2n-dimensional Riemannian manifold with this metric. 

Applying to Kahler manifolds the result which we obtained for real 
Riemannian manifolds, we have 

T h e o r e m 2.4. Suppose (M, ga7j(x)) is a complete noncompact Kahler 
manifold of complex dimension n with bounded and nonnegative holo­
morphic bisectional curvature: 

(30) 0 < -Ra-m{x) < k0, Vx e M, 
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where 0 < ko < +00 is a constant. Then there exists a constant 0 < 
9o(n) < +00 depending only on n such that the evolution equation 

/ „ ,x I ~dig ij\xit) = — ̂ R ij(x,t), 

g ij (x, 0) = g ij (x), Vx e M 

has a smooth solution g ij(x,t) > 0 for a short time 

(32) 0 < t < -k-L, 

and satisfies the following estimates: For any integers m > 0, there exist 
constants c(n, m) > 0 depending only on n and m such that 

j r R . N j 9 c(n,m) • kZ 0n(n) 
(33) s u p m

ljkl(x,t)2 < { ' t ° , 0 < t < - k . 

Proof. Since —Ra—^(x) > 0 on M, using (30) it is easy to see that 

(34) jRa]Hs(x)j2 < 400n4kl V x Ç M . 

If we write it in the real coordinate, we have 

(35) jR ijkl{x)j2 < 40000n 4 k , Vx G M. 

Thus from Corollary 2.2 and (35) it follows that Theorem 2.4 is true. 
q.e.d. 

3. T h e construct ion of exhaus t ion funct ions 

In the previous section, we established the short time existence the­
orem for the solution of Ricci flow on complete noncompact Kahler 
manifold with bounded and nonnegative holomorphic bisectional curva­
ture. To control the solution and prove the long time existence for the 
solution of Ricci flow, we need to construct some good smooth exhaus­
tion functions on the manifold. For that purpose we use the results and 
the techniques which were derived by R. Schoen and S.T. Yau in their 
book [39], and also the iteration arguments of J. Moser [35]. 

Suppose (M, g ij(x)) is an n-dimensional complete Riemannian man­
ifold. We use r to denote the covariant derivatives with respect to the 
metric g ij, and 

(1) A = g r - r -
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the Laplacian operator with respect to the metric g ij on M. For any 
two points xo, x G M, let j(x, x ) denote the distance between x and 
x. For any point x £ M and 7 > 0, let B(x,j) denote the geodesic ball 
of radius 7 and centered at x: 

(2) B(x,y) = {yeM\y(x,y)<y}. 

Now we have the result of Schoen-Yau [39]: 

T h e o r e m 3 .1 . Suppose (M, g ij(x)) is an n-dimensional complete 
noncompact Riemannian manifold with its Ricci curvature bounded from 
below: 

(3) R ij(x) > -kog ij(x), Mx e M, 

where 0 < ko < +00 is a constant. Then there exists a constant 0 < 
C2 < +00 depending only on n and ko such that for any fixed point 
x G M, there exists a smooth function <~p{x) G CO0(M) such that 

(4) 

' C-[1 + j(x, x0)] < ip(x) < C2[l + j(x, x0)], 

\V^(x)\<C2, Vx G M. 

| A ^ ( x ) | < C2 , 

Proof. This is Theorem 1.4.2 in the book of R. Schoen and S.T. Yau 
[39]. Since that book [39] is in Chinese, we sketch their proof here. 

Suppose A > 0 is a constant to be determined later and 7 > 1. We 
try to solve the following Dirichlet problem: 

(5) 

AU1(x) = \U1{x), x G B(xo,j)\B(x0,1), 

Uj(x) = 0, x G dB(x0,j), 

Uj(x) = 1, x G dB(x0,1), 

where dB(xo,j) denotes the boundary of B(xo,j). If dB(xo,l) or 
dB(xo,j) has some singular points, we just make a small perturbation 
of them such that the boundaries become smooth. Using the classi­
cal theory of the second order elliptic equations we know that (5) has a 
smooth solution Uf{x) on B(xo, j)\B(xo, 1). By the maximum principle 
we have 

(6) 0 < U ( x ) < l , x G B(x0l j)\B(x0l 1). 



ricci flow 105 

If 72 > 7i > 1, then 

(7) 

A[Ul2(x) - Ulx (x)] = \\Ul2{x) - Ulx (x)], for x G B(x0, ji)\B(x0,1), 

Ul2 (x) — U11 (x) = 0, x G dB(x0,1), 

U2 (x) ~~ U i (x) = U2 (x) > 0> x ̂  dB(x0, 7 i ) . 

Using the maximum principle again yields 

(8) U~n{x) — U 1 (x) > 0, for x G B(x0,ji)\B(x0,1). 

Combining (6) and (8) shows that as 7 —> +00 the limit 

(9) U{x) = lim Uy(x) 
7—H-00 

exists for any x G M\B(xo, 1), and satisfies 

(10) 0 < U ( x ) < l , V x e M \ B ( x , l ) . 

For any point x\ G M and 5 > 0, 7 > 1, if the following condition 
holds: 

(11) B{x1,8)cB{x0,1)\B{x0,l), 

then from (5) and (6) we have 

\AU1(x) = \U1(x), xeB(x1,5), 

o<U ^(x) <1, xeB(xuS). 

By Theorem 6 in [12] for the gradient estimates of the solutions of elliptic 
equations, 

(13) \VUy(x)\<C(n,8,k0,X)-Uy(x), V x e B x , - ) , 

where 0 < C(n, 5, ko, A) < +00 is a constant depending only on n, 5, ko 
and A. (13) can be written as 

(14) sup \VlogU(x)\<C(n,S,ko,X). 

xeB(xu§) 

Since 0 < Uf{x) < 1, from (14) it follows that 

(15) sup \VUy(x)\ < C(n,8,k0, A). 
xeB(xu§) 
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Combining (12), (15) and the classical Schauder estimates for the solu­
tions of elliptic equations yields that for any integers m > 2, there exist 
constants 0 < C(n,m,S, g ij j t x l ^ \ ) < +oo depending only on n,m,S 
and the metric g ij on B(xi,S) such that 

(16) sup j r m U ( x ) j < C(n,m,S,g ij j B{xi)S)). 

which, together with (15), implies that all of the covariant derivatives of 
Uf{x) are uniformally bounded on any compact subsets of M\B(xo, 1) 
as 7 —T- +00. Thus by Ascoli-Arzela's lemma, there exists a subsequence 
{ i } > li ~~̂  + ° ° as i —7- +00 such that 

(17) Ult{x)Ct—>U{x), o n M \ B ( x , l ) , as i —>+oo, 

where U{x) is defined by (9). Combining (5) and (17) we obtain 

( 1 8 ) U{x) e C°°(M\B(x0,1)), 

AU(x) = XU(x), xeM\B(x0,l). 

From the classical theory of elliptic equations it follows that Uf{x) in 
(5) are continuous up to the boundary dB(xo, 1). Thus combining (8), 
(9), (10) and (18) yields 

(19) 

'U{x) eC°{M\B(x0,l)), 

U{x) = 1, x e dB(x0,1) 

0<U(x)<l, x e M\B(x0,l). 

From (14) we still have 

(20) sup jrlogU(x)j <C(n,S,k0,\). 
xeB(xu§) 

Since x\ G M\B(xo, 1 + 5) is arbitrary, we get 

(21) sup j r l o g U ( x ) j < C ( n , Ä,k , A), V5 > 0. 
xeM\B(x0,l+S) 

Now we are going to show that U{x) actually tends to zero expo­
nentially as x —>• oo if A is large enough. 

L e m m a 3.2. Suppose M is an n-dimensional complete noncompact 
Riemannian manifold with its Ricci curvature R ij(x) satisfying 

(22) R ij{x) > -kog ij(x), Vx e M, 
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where 0 < ko < +00 is a constant. Then there exists a constant 0 < 
C4 < +00 depending only on n and ko such that 

(23) Vol B(x, 1) > e - c 47(xx) . VolB(xo, 1) 

for any x, x G M, where Vol B(x, 1) denotes the volume of the geodesic 
ball B(x, 1). 

Proof. For a fixed point x £ M and any y £ M we define a function 

(24) P(y) = 7(x,y). 

Since R j > —ko on M , using the Laplacian operator comparison theo­
rem we obtain 

(25) 

'Ap(y)<^+p(n-l)k0, 

My e M. 

| V / o ( y ) | < i , 

At the nonsmooth points of p(y), we know that (25) is still true in the 
sense of distribution. Thus 

(26) Ap2 <2n + 2p(n- l)k0p, on M, 

and for any t > 0, 

(27) 

Ap{y)2dy< 2ndy+2p(n-l)ko /o(y)dy, 
B(x,t) B(x,t) B(x,t) 

(28) 

Ap{y)2dy < 2n-Vol B(x,t) + 2t p ( n - l)k0 •VolB(x,t). 
B(x,t) 

By the Stokes theorem we have 

(29) / Ap(y)2dy= I %- = 2t • Vol(dB(x, t)). 
B(x,t) dB(x,t) 9t 

On the other hand, 

d 
(30) Vol(dB(x,t)) = —Vol B(x,t). 
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Combining (28), (29) and (30) gives 

d 
(31) 2t— VolB(x, t) <2n • VolB(x, t) 

+ 2t p ( n - l)k0-VolB(x,t), 

d 
(32) t—Vol B(x,t) <n-Vol B(x,t) 

+ t p ( n - l)k0-VolB(x,t), 

(33) ^-[t n • e - p M k ' t • Vol B(x, t)] < 0, 0<t< +oc . 

Thus if t > 1, then 

(34) t -n e - p ( n - 1 ) k - t . V o l B ( x , t ) < e - p n"1)k . Vol B{x, 1). 

Now we choose t = j(x, x ) + 1, by (34) we obtain 

[1 + j(x, x0)]~n • e-p(n-1)k[i+7(x,x)] . Vol B(x , 1 + j(x, x0)) 

( 3 5 ) < e-p(n-l)ko .VolB(x,l). 

Since B(x, 1) C B(x,l + y(x, x ) ) , from (35) it follows that 

(36) V o l B ( x , l ) > [1 + 7(x, x0)]~n • e p n " 1 ) ^ x x ) . V o l B ( x , 1). 

Thus (23) is true. q.e.d. 

Coming back to the proof of Theorem 3.1, from Lemma 3.2 we know 
that there exists a constant 0 < C4 < +00 depending only on n and ko 
such that 

(37) VolB(x,l)>e-C4^x'x^-VolB(xo,l), Vx,xeM. 

Suppose 0 < a < +00 is a constant to be determined later, and Uf{x) 
are the solutions of (5) for 7 > 3. Using the Stokes theorem and (5) we 
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have 

B(xon)\B(x0,2) 
e a"/{x'x U (x)AU 1 (x) -dx 

(38) 

dB(x0,2) 
e { x x ) .Ul{x)-dUl 

dv 

B(xon)\B(x0,2) 
V^e a x ' x U^x)] • Vi Uy(x)dx 

J2a UJx).9-U 
dB(x0,2) 

B(x0,-y)\B(x0,2) 
e a-y(x'x°)\VUy(x)\2dx 

a e a x x U^x) • Vi(x, x0) • Vi U 
B(xor,)\B(x0,2) 

~f 

here v is the outer unit normal vector of dB(xo, 2). Thus 

(39) 
dU 

di 
< \VUy(x)\, V x G dB (x0, 2). 

From (15) it follows that 

(40) sup \VUj(x)\ < C(n, k0, A). 
xEB(xo,-y-%)\B(x0,2) 

Combining (39) and (40) yields 

(41) sup 
xEdB(x0,2) 

d 
di 

<C(n,k0,\). 

Since 0 < U ( x ) < 1, by (41) we get 

(42) e 2a 

dB(x0,2) 
U^x)8U x < C(n, k0, A) • e2a • Vol(dB(x0, 2)). 

Since A U ( x ) = AU(x) on B(x,J)\B(x,2), from (38) and (42) we 
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know that 

A Z e a x x U^xfdx 
Z B(xor/)\B(x0,2) 

= e a^x^ Uy(x)AUy(x)dx 

B(x,~,)\B(x,2) 

(43) 

< C(n, k0, A) • e2a • Vol{dB{xo, 2)) 

e a x x l V ^ i x ^ d x 
B(xor/)\B(x0,2) 

ae a"/{x'x°U(x) • Vi(x, x0) • Vi U1{x)dx, 
B(xor,)\B(x0,2) 

for 7 > 3. 

Since we still have 

(44) \Vi{x,x0)\ < 1, V x e M, 

combining (43) and (44) gives 

A Z e a x x U^xfdx 
B(xor/)\B(x0,2) 

< C(n, k0, A) • e2a • Vol(dB(x0, 2)) 

e ai(x>x°)\VUy(x)\2dx 
B(xor/)\B(x0,2) 

+ a U^x) • e a x x ^ V U ^ x ^ d x 
B(xor,)\B(x0,2) 

< C(n, k0, A) • e2a • Vol(dB(x0, 2)) 

+ — Z e a~/{x'x°U(x)2dx. 
4 B(xoZ)\B(x0,2) 

A - — W e a x x U^xfdx 
4 B(xor/)\B(x0,2) 

(45) <C(n,ko,X)-e2a-Vol(dB(x0,2)), for any 7 > 3. 

Now we choose 

(46) A = - + 1. 
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Then by (45) we get 

Z e a x x U^xfdx 
B(xo,-y)\B(x0,2) 

(47) <C{n,k0,\)-e
2a-Vol(dB(x0,2)), for 7 > 3. 

Let 7 —T- +00. Then from (17) and (47) it follows that 

(48) Z e a<x^ U{x)2dx < C(n, k0, A) • e2a • Vol(dB(x0, 2)). 
M\B(x,2) 

For any point y G M\B(xo,3), we want to use (48) to estimate U{y). 
Since y G M\B(xo, 3), we have 

(49) B(y,l)cM\B(x0,2), 

(50) j{x,x0) > j{y,x0) - 1, V x e B(y,l). 

Combining (48) and (49) yields 

(51) Z e ai(-x'x^ U(x)2dx<C(n,k0,X)-e2a-VolidBixo^)). 
B(y,l) 

From (50) and (51) it follows that 

e a[-y(y,x)-i] Z U{x)2dx < C(n, k0, A) • e2a • Vol(dB(x0, 2)), 
B(y,l) 

(52) 

Z U{x)2dx < C(n, k0, A) • e3a-a7(y,x) . Vol(dB(x0, 2)). 
B(y,l) 

Using gradient estimate (21) we get 

(53) \logU{x)-logU{y)\<C{n,k0,\), 

y x e B(y,i). 

(54) U{x) > e-Cn'ko^U(y), V x £ B(y, 1). 

Combining (52) and (54) gives 

e-2C{n'ko'Xî •U(y)2-VolB(y1l) 

< C(n, k0, A) • e3a-a7(y,x) . V o l ( 0 B ( x , 2)). 

(55) 

U{y) < C(n, k0, A)5 • e a+C(n>k,A) . e-a(y,x0) 

Vol(dB(x0,2)) 

VolB(y , l ) 
V y £ M \ B x , 3 ) . 
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By (37) we obtain 

Vo lB(y , l ) > e-Cil{y'x°ï •VolB(x0,l), y G M, 

where 0 < C4 < +00 depends only on n and ko- Thus 

Vol(dB(x0l2j) < C4yx Vol(dB(xo,2j) 
{ ' Vol B(y, I) - Vol B ( x , l ) ' 

If we let x = x and t = 2, from (28), (29) and (34) it follows respectively 
that 

4 Vol (dB (x0, 2)) < 2 n - V o l B ( x , 2 ) 

(57) + 4p(n-l)k0-VolB(x0,2), 

(58) 
VoUflBQx^)) ^ n , r- — -

V / ^ - <TT + p n - 1 )k0, 
\/olB(x0,2) 2 

and 

-1 n 

- e-2p(n- i )k . V o l B ( x , 2 ) 

K e - p n - 1 ) ^ . V o l B ( x , l ) , 

( 5 9 j V o l B x l ) -

Combining (58) and (59) yields 

(KM Vol(dB(x0,2)) C 
( 6 0 ) Vol B(x0,l) ^ n ' k ) ' 

where 0 < C5(n,ko) < +00 depends only on n and k - By (55), (56) 
and (60) we have 

(61) U(y) < C6(n, k0, A, a) • e ^ y x ) . e C ( y x ) j 

where 0 < Ce(n, ko, A, a) < +00 depends only on n, k , A and a. Now 
we choose 

(62) a = 2 + C 4 . 

Then a depends only on n and ko- From (46) we know that 

(63) A = l + ^(2 + C 4 ) 2 
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depends only on n and ko- Combining (61), (62) and (63) we get 

(64) U(y)<C7(n,k0)-e-^y>x°\ V y £ M \ B x 3 ) , 

where 0 < Cr(n, ko) < +oo depends only on n and ko-

In (64) we obtain the upper bound estimate for U{x). Now we want 
to control U{x) from below. 

Suppose 0 < m < +oo is an integer to be determined later. j(x, x ) 
denotes the distance between x and x . We define a function 

(65) 

Then 

(66) 

f(x) = 1 

r-f( 

j(x,x0y 

m 

-, x e M\{x0}. 

j(x,x0)m+ Trj(x,x0). 

Af( 

(67) 

m A / \ m(m + 1) r 

x rr^-1\x,xo) ; —— Vi7(x, x0 j 
j(x,x0)m

+1 , v ' ' j(x,x0)m+2j , v ' 7 

m 
j(x,xo)m+1 A T x I x ) 

(m + 1) 
y(x,x0) 

jry(x,x0)j' 

Since R j > —ko on M , using Laplacian operator comparison theorem 
we obtain 

(68) 

(A1(x,xo)<xx) + p(n-l)ko, 

e M. 

j r 7 ( x , x ) j = 1, a.e. 

Combining (67) and (68) gives 

(69) 
Af(x) < m 

J{x,xo. m + l 

n 1 p N-r- (m + 1) 
+ (n-l)k0- \ : 

x e M\{xo}. 
l{x,xo) 

Now we choose an integer m such that 

(70) 2p(n- l)k0 + n + 2(\ + l) <m< 2p(n - l )k + n + 2(A + l) + l, 
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where A is defined by (63). Then for any points x G B(x, 2m+1 )\B(xo, 1) 
we have 

(71) 1 < j(x,x0) < 2 ~ < 2, 

(72) 
n — 1 /-. -—-— (m + 1) 

- + p ( n - l ) k 0 - ± - >-

p r-r- (m — n + 2) 
<(n-l)k0-± -J—L<-i. 

Combining (69), (70), (71) and (72) we get 

m m 
(73) Af(x)< . . X 1 ( - l ) < - — < - A - l , 

y x e B(x0l2mî)\B(x0ll). 

Remark . The function f(x) defined in (65) may not be smooth at 
some points of M\{xo}. For example, if x is within the cut-locus of 
xo, then f(x) may not be smooth at x. But if we study the behavior of 
the distance function j(x, x ) carefully, we know that at the nonsmooth 
points of f(x), (69) and (73) are still true in the sense of distribution. 
Thus by making a small perturbation of f(x) (for example, making a 
small perturbation of f(x) by the use of mollifier technique) we can 
assume without loss of generality that f(x) is a smooth function on 
M\{xo}, and (69) and (73) are true in the classical sense. 

Since 0 < U{x) < 1 on M\B(x0l 1), (18) implies 

(74) AU(x) < A, V x eM\B(x0,l). 

Combining (73) and (74) yields 

(75) A[U(x) + f(x)]<-l, V x € B x , 2 m Î ) \ B ( x , 1 ) . 

By (19) and (65) we obtain 

(76) U(x) + f(x) = l, xedB(x0,l). 

By (19), (65) and (71) we get 

m 

( 7 7 ) U(x) + f(x)>f(x) = l - ^ > ! _ _ > - , 
1 

x e dB(x0l2m+1). 
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Using the maximum principle, from (75), (76) and (77) we know that 

(78) U{x) + f(x) > Ì , V x G B(x0, 2^)nB(x0,1). 

For any x G B(x0, (^)nB(x0,1), by (65) we get f(x) < ±. Thus (78) 
implies 

(79) U{x)>^, V x e B x , ( ^ ) n B x l ) . 

On the other hand, from (21) it follows that 

(80) j r l o g U ( x ) j < C8(n, k0, A, m ) , V x £ MnB(x, (-)&). 

Combining (79) and (80) gives 

(81) U{x) > ±e-C8(n,koXm)-y(x,x) ^x £ MnB(x0, 1), 
8 

where 0 < Cg(n, ko, A, m ) < +00 depends only on n, ko, A and m. From 
(63) and (70) we know that A and m depend only on n and ko- Thus 
(81) implies 

(82) U{x) > e - C ( n k ) 7 ( x x ) 5 x e MnB(x0,1), 

where 0 < Cg(n, ko) < +00 depends only on n and ko-

L e m m a 3 .3 . Under the curvature assumption of Theorem 3.1, for 
any point x G M, there exists a smooth function U(x) G C°° (MnB(xo,2)) 
such that 

0 <U{x) < 1, 

AU(x) = \U{x), 

I V x € M n B x 3 ) , 

\jrlogU{x)j<Cw{n,k0), 

K(x) < C\o(n,k0) -e-^x'x\ 

Uix) > e~Clo^n'ko^'1^x'x°^ 

where 0 < C\o(n, ko) < +00 depends only on n and ko, A is defined by 

(63). 

Proof. Combining (18), (19), (21), (64) and (82) shows that the 
Lemma is true. q.e.d. 
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Under the curvature assumption of Theorem 3.1, for any fixed point 
x G M, suppose U{x) G C00(M\B(xo, 2)) is the function obtained in 
Lemma 3.3. We then define another function w(x) G C00(M\B(xo, 2)) 
such that 

(84) w(x) = - l o g U ( x ) + l o g C i o ( n , k ) + l, x e M\B(x0,2). 

By the definition of w(x) we have 

(85) Vw(x) = -VlogU(x), 

Aw(x) = - A l o g U ( x ) = - U x - + | V l o g U 2 

(86) Aw( A + | V l o g U ( x ) | U , x G M\B(x0, 3). 

Combining (83), (84), (85) and (86) we know that there exists a 
constant 0 < C\i(n, ko) < +oo depending only on n and ko such that 

(87) 

1 + j(x, x ) < w(x) < Cn[l + j(x, x0)], 

\Vw(x)\<Cu, V x G M\B(x0,3). 

\Aw(x)\<Clu 

To prove Theorem 3.1 the only thing we need to do is to try to extend 
the function w(x) which we obtained in (87) to the whole manifold M 
in a suitable way such that we can still control \Vw\ and \Aw\ on the 
whole manifold M and only in terms of n and ko. Suppose y G M is a 
point such that 

(88) 7 ( x , y ) = 5(l + Cn). 

Using Lemma 3.3 again we can find another function 
q{x) G C 0 0 ( M \ B ( y , 2 ) ) such that 

(89) 

1 + l(x, y) < q(x) < C n [ l + j(x, y)], 

\Vq(x)\<Cu, VxeM\B(y,3). 

\Aq(x)\<Cn, 

It is easy to find a smooth function 0{t) G C°°(1R) such that 

'0(t) = O, -oo<t<5Cu, 

<O<0(t)<l, 5 C i i < t < 2 + 5 C n , 

J(t) = l, 2 + 5 C n < t < +00, 

\W{t)\ < 1, -°° < t < +°°, 
\0"(t)\ < 4, - o o < t < + 0 0 . 

(90) 

(91) 
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Now we just define 

(92) 

(f(x) 

(f{x) 

<p(x) 

for x G B(x0, | ) , 

9(w(x)) • w(x) + [1 — 9(w(x))] • q(x), 

for x G B(x0l | + 5Cn)\B(x0l f ), 

w(x), for x e M\B(x,f + 5 C n ) . 

By the definition it is easy to see that <~p(x) G CO0(M). Since C u 
depends only on n and k , combining (87), (88), (89), (90), (91) and (92) 
we know that there exists a constant 0 < C ( n , ko) < +00 depending 
only on n and ko such that 

(93) 

' C-[1 + j(x, x0)] < ip(x) < C3[ l + j(x, x0)], 

\V^(x)\<C3, V x G M. 

>\A<p(x)\<C3, 

Thus we have completed the proof of Theorem 3.1. 

Corollary 3 .4 . Suppose (M,g ij(x)) is an n-dimensional complete 
noncompact Riemannian manifold with nonnegative Ricci curvature: 

(94) R > 0, y x e M. 

Then there exists a constant 0 < Ci2(n) < +00 depending only on n 
such that for any fixed point x G M, there exists a smooth function 
<f(x) G C ^iM) such that 

(95) 

C•[1 + j(x, x0)] < ip(x) < C12[l + j(x, x0)], 

\V<p(x)\<C12, VxGM. 

\A<p(x)\ < C12i 

Proof. We let ko = 0 in (3). Then from Theorem 3.1 we know that 
the corollary is true. q.e.d. 

More generally, we have 

T h e o r e m 3.5 . Suppose (M,g ij(x)) is an n-dimensional complete 
noncompact Riemannian manifold with nonnegative Ricci curvature: 

(96) R > 0, y x e M. 
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Then there exists a constant 0 < C\^{n) < +00 depending only on n 
such that for any fixed point x G M and any number 0 < a < +00, 
there exists a smooth function <~p{x) G C00(M) such that 

(97) j r ^ ) j < C , 
jA<p(x)j<C; 

<C13[i + x x ] , 
y x e M. 

Proof. If a = 1, Theorem 3.5 follows directly from Corollary 3.4. If 
a / 1, we define a new metric on M : 

(98) g ij{x) = —g ij(x), x G M. 

Then g ij(x) is still a complete Riemannian metric on M with nonnega­
tive Ricci curvature. Thus from Corollary 3.4 we know that there exists 
a smooth function <~p{x) G CO0(M) such that 

(99) 

' C - [ 1 + j(x, x0)] < ip(x) < C i 4 [ l + j(x, x0)], 

jr<p(x)j<Ci4, y x e M. 

jÄ<p(x)j < C14. 

Where 0 < C14 < +00 is a constant depending only on n, and j(x, xo), 
r and A denote the distance between x and xç>, the covariant derivatives 
and the Laplacian operator respectively, with respect to the metric g ij. 
Combining (98) and (99) hence shows that (97) is true. q.e.d. 

If one reads [40] and [41] carefully, one would see that to establish 
the maximum principle for the solution of Ricci flow on M the key point 
is to construct a smooth function <~p{x) G C00(M) such that 

(100) 

' C - [ 1 + j(x, x0)] < ip(x) < C15[l + j(x, x0)], 

jr<p(x)j<Ci5, V x £ M , 

y i r j(p(x) < C15g ij(x), 

where 0 < C15 < +00 is some constant. In this section we want to prove 
the following result: 

T h e o r e m 3.6. Suppose (M,g ij(x)) is an n-dimensional complete 
noncompact Riemannian manifold with its Riemannian curvature tensor 
fR ijkl g satisfying 

2 k, on M, (101) R ijkl j 
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where 0 < ko < +00 is a constant. Then there exists a constant 
0 < C\e(n,ko) < +00 depending only on n and ko such that for any 
fixed point x G M, there exists a smooth function <~p{x) G C00(M) such 
that 

(102) 

1 
C16 

[l + j(x,x0)] < (p(x) 

jr<p(x)j<C16i 

jVi r j ¥ > ( x ) j < C i 6 , 

< Ci 6 [ l + 7 ( x , x ) ] , 

y x e M. 

Proof. By assumption (101) we have 

(103) sup jR ij{x)j2 <n2k0. 
xEM 

Thus the Ricci curvature R ij(x) > — n p k~ô for any x G M. From The­
orem 3.1 it follows that there exists a constant 0 < Cn(n,ko) < +00 
depending only on n and ko such that for any fixed point x G M, there 
exists a smooth function <~p{x) G CO0(M) such that 

(104) 
C :[l + 7 ( x , x ) ] < (p{ 

jr¥>( < C i 7 , 

< C i 7 , 

) < C i 7 [ l + 7 ( x , x ) ] , 

V x É M . 

Now we want to use the mollifier technique to modify <~p{x) such that 
after the modification, r i r jtp(x) can be bounded by some constant 
depending only on n and ko. This mollifier technique was given by 
Greene-Wu in their paper [19]. We choose 

(105) Po 

For any point x G M and any vector V G T x M, we use T x M and kVk 
to denote the tangent space of M at x, and the length of V respectively. 
For any 7 > 0, 

(106) B x^ri) = fV eT x MjkVk < 7 g 

denotes the ball of radius 7 in the tangent space T x M. Since jR ijkl j2 < 
ko on M, using the comparison theorem we know that for any point 
x G M, the exponential map 

(107) exp x:B x(0lPo) - • M 
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is smooth. Now we choose a smooth function a(t) G C such that 

:i08) 

a(t) = 1, - o o < t < \p0, 

0 < a(t) < 1, \p0 < t < \p0, 

a{t) = 0, T;PO <t< + 0 0 , 

ja'(t)j< 
Po 
400 (109) 

We define a new function ip(x) on M: 

ja"(t)j<^ 
Po 

OO < t < +00 , 

OO < t < +00 . 

;no) ip(x) a(kVk) • <p(exp x V)dV, V x É M . 
VeT x M 

Then as what Greene-Wu did in their paper [19], ip(x) G CO0(M) is 
a smooth function and there exists a constant 0 < Cg(n ,ko) < +oo 
depending only on n and ko such that 

mi) 
' C - [1 + j(x, x0)] < ip(x) < C i 8 [ l + j(x, x0)], 

jr^(x)j<C18, y x e M. 

j V i V j ( x ) j < C 1 8 , 

Thus we know that Theorem 3.6 is true. q.e.d. 

If we use the iteration argument of J. Moser [35] to control r i r j U(x) 
for the function U{x) in Lemma 3.3, then by the use of technique (92) 
we can also construct a smooth function <~p{x) G C00(M) such that (102) 
is true. This is what we did in x3 of [43]. 

4. M a x i m u m principles on noncompact manifolds 

In the previous section, we constructed some smooth exhaustion 
functions on complete noncompact Riemannian manifolds. In this sec­
tion, we are going to use these exhaustion functions to establish the 
maximum principles on complete noncompact manifolds for the solu­
tions of parabolic equations. In this section we always make the follow­
ing assumption: 

A s s u m p t i o n A . Suppose (M,g ij(x)) is an n-dimensional complete 
noncompact Riemannian manifold with its Riemannian curvature tensor 
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fR ijkl g- Suppose 0 < T, ko < +00 are some constants and g ij(x,t) > 0 
is the smooth solution of the evolution equation 

d_ 
dt 

g ij{x,0) =g ij(x), x e M, 

%g ij(x,t) = -2R ij(x,t), o n M x [ 0 , T ] , 

and satisfies the following estimate: 

(2) sup jR ijkl(x,t)j2 < k0. 
Mx[0,T] 

Under the stronger assumption that M has positive sectional curva­
ture at time t = 0, some maximum principles were established by the 
author in [41]. Using the similar arguments as what we did in [41] and 
the exhaustion functions constructed in the previous section one can es­
tablish the maximum principles under Assumption A. Since the proofs 
are basically the same, we omit many details, which can be seen in [41]. 

Under Assumption A, we use 

(3) ds = g ij(x)dx i dx j > 0, 

(4) ds2t = g ij{x, t)dx i dx j > 0, 0 < t < T, 

to denote the metrics on M, and use r to denote the covariant deriva­
tives with respect to ds2, use r or t to denote the covariant derivatives 
with respect to ds2. We use A or r t to denote the Laplacian operator of 
ds2. For any two points x,y £ M, we use jt(x, y) to denote the distance 
between x and y with respect to metric ds2. 

L e m m a 4 .1 . Under Assumption A, we have 

(5) e-2p^lds2 < ds2 < e2p^t ds2, 0<t<T, 

e-p'yoix, y) < lt(x, y) < e p f
7 o ( x , y), x,y e M. 

Proof. This is Lemma 4.1 in the author 's [41]. q.e.d. 

From Lemma 4.1 it follows that for any t G [0,T], the metric ds2 is 
equivalent to the metric ds2. Thus ds2 is also a complete Riemannian 
metric on M. 
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L e m m a 4 .2 . Under Assumption A, for any integers m > 1, there 
exist constants 0 < C(n, m) < +oo depending only on n and m such 
that 

(6) sup j r m R ijkl(x,t)j2 <C(n,m) 
xEM 

k t + k + 1 , 0 < t < T. 

Proof. This actually is Lemma 2.3. q.e.d. 

L e m m a 4 .3 . Under Assumption A, we have 

(7) jrR ijkl(x,t)jdt<2C(n,l)2 
p T Q-

, x e M, 

where C(n, 1) is the constant in (6). 

Proof. Let m = 1. By (6) we get 

sup jrR ijkl{x,t)j2 < C ( n , l ) 
x6M 

(8) supjrR ijkl(x,t)j<C(n,l)î 
xeM 

jrR ijkl{x,t)jdt<C{n,l)ï Z 
o o 

Thus (7) is true. q.e.d. 

p ° 

0 < t < T, 

, 0 < t < T, 

k 

p t + k dt, x G M. 

L e m m a 4.4 . Under Assumption A, for any fixed point x G M, 
there exists a function ip(x) G C00(M) such that 

l e [ l + 7o(x, xo)] < i>(x) < C2[ l + To (x, x ) ] , 

(9) ^ jyi e x)j<C2 , 

j r i r j ̂ (x)j<C2, 

V x É M , 

where 0 < C 2 < +oo depends only on n and ko-

Proof. By definition we have R ijkl(x) = R ijkl(x,0). Thus by (2) we 

get 

(10) sup j e ijkl(x)j2 < k0, 
xeM 

and Lemma 4.4 follows directly from Theorem 3.6. q.e.d. 
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L e m m a 4.5 . Under Assumption A, suppose ip(x) G C00(M) is the 
function which we obtained in Lemma 4-4- Then there exists a constant 
0 < C3 < +00 depending only on n, ko and T such that 

C-[1 + jt(x, x0)] < ip(x) < C3[ l + jt{x, x0)], 

(11) < j i ̂ {x)j <C3l o n M x [ 0 , T ] . 

Kj r u { x ) j < C i 

Proof. From (5) it follows that 

(12) e-p Tl0(x,y) < lt(x,y) < e p Tlo(x,y), 

(13) 

x,yeM, 0<t<T, 
- 2 p O e g j ( x ) < i j ( x ) t ) < e 2 p T eg j ( x ) ) 

0 t T. 

Using (9) and (12) we have 

(14) C [ l + 7t(x,x0)]<i}(x)<C4[l + jt(x,x0)], o n M x [ 0 , T ] , 

where 0 < C4 < +00 depends only on n, ko and T. Since ip(x) is a 
function, 

(15) r t iil>(x) = r iil>(x), o n M x [ 0 , T ] , 

which together with (9) and (13) yields 

(16) j r i ̂ (x) j <C5(n,k0,T), o n M x [ 0 , T ] . 

By definition we have 

(17) 

e i r j ( 

r r j ( 
d2ip(x 

k x,t) 

dx k 
dip(x) 

dx idx j ij dx k 

where \Yk-(x,t)} denote the Christoffel symbols of g ij{x, t). Thus 

vivjOx) = e i r jox) - [rij0xt) - r i j x , 0 ) ] x , 

:i8) 

Vt r ^ ( x ) = e i r jOx) - [rk0xt) - 1 x , 0 ) ] • r k tx ) -
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Using (13), Lemma 4.3 and the arguments developed in the proof of 
Lemma 4.3 in [41] we obtain 

(19) jr'ìJ(x1t)-r'ìJ(x10)j2<C6(n1k0lT)1 o n M x [ 0 , T ] , 

which together with (9), (13) and (18) implies 

(20) j r r t x ) j <C7(n,k0,T), o n M x [0,T]. 

Combining (14), (16) and (20) we know that (11) is true. q.e.d. 

L e m m a 4.6. Under Assumption A, for any constant 0 < Cg < 
+00, we can find a function 9(x,t) G C00(M X [0,T]) and a constant 
0 < CQ < +00 depending only on n, ko, T and Cg such that 

(21) 

(22) 

(23) 

C - i 

l + 7o(x,x) 
< 0(x,t) < 

0 < 9(x,t) < 1, on M x [0,T], 

C 9 

1 + 7o(x,x) 
on M X [0,T], 

90 Kn 2jr j - Cg6, onMx [0, T]. 

Proof. Basically this is the same as what we did in the proof of 
Lemma 4.4 in [41], the only difference is that we replace the function 
ip(x) in Lemma 4.3 of [41] by the function ip(x) we obtained in Lemma 
4.5 of this paper. q.e.d. 

Now we can prove the following maximum principle on noncompact 
manifold M. 

L e m m a 4.7. Under Assumption A, suppose (p(x,t) is a C°° func­
tion on M X [0,T] such that 

^ = A<p + Q(<p,x,t), onMx[0,T], 

(24) 
j<p{x,t)j < Cw < +00, o n M x [ 0 , T ] , 

V?(x ,0)<0 , onM, 

Q(<p,x,t)<0, if<P>Q-

Then we have 

(25) <p(xìt)<0ì o n M x [ 0 , T ] . 
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Proof. Using Lemma 4.6 and the same arguments as what we did in 
the proof of Lemma 4.5 in [41], we know that Lemma 4.7 is true. 

q.e.d. 

T h e o r e m 4.8 . Under Assumption A, suppose (p(x, t) is a C°° func­
tion on M X [0,T] such that 

| £ = Av? + C n j r f c ¥ j + Q(<p,x,t), onMx [0,T], 

(26) 
<p(x,t) < Cw < +00, 

<p(x,0) < 0, 

Q((p,x,t) < C12<p, 

on M x [0,T], 

on M, 

if<P>0, 

where 0 < C\o,C\i,Ci2 < +oo are some constants. Then we have 

(27) (p(x,t)<0, onMx[0,T]. 

Proof. Basically the same as the proof of Theorem 4.6 in [41], the 
only difference is that we use Lemma 4.7 of this paper instead of Lemma 
4.5 in [41]. q.e.d. 

Now we are going to establish another kind of maximum principle 
on M. 

L e m m a 4.9 . Under Assumption A, for any fixed point x G M and 
constants e > 0, h > 4, there exist a function 6{x) G CO0(M) and a 
constant 0 < C13 < +00 depending only on n, ko and e such that 

(28) 

0 < 0{x) < 1, on M, 

6(x) = 1, V x £ B0(x0,h), 

K6(x) = 0, V x e M \ B 0 ( x , 2 C 2
2 h ) , 

l+e 

(29) 
e 6(x) 

e * e J 6(x) 

< Qis. 1 
- h 6(x) ' y x en, 

< 2l3 1 
- h 6{x) 

l + e 
, V x G iì, 

where C2 is the constant in (9) and 

(30) 
B0(x0,h) = {x G M j 7 o ( x , x ) < h}, 
Q = {x G Mjô(x) > 0}. 
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Proof. From (96), (99) and (101) in §4 of [41] it follows that there 

exist two functions x(t) and flit) such that 

(31) 

(32) 

x(t)eC°°[0,!h), 

x(t) = i, 
x(t) > i, 
o < x'(t) < ^hx(t)1 

\x"(t)\<hx(t)1+£ 

v(t) = o, 
j7(t)GC°°[0,+c5o), 

0 < t < §h, 
0<t<lh, 

£, 0<t<lh, 
0<t<lh, 

0<t<lh, 
\h <t < +00, 

where 0 < C14 < +00 depends only on e. Suppose ip(x) G C00(M) is 
the function which we obtained in Lemma 4.4, we define 

(33) 0(x) 

Since h > 4, by (9) we get 

ip(x) 
e M. 

(34) 
•>P(x) ix-<\h, VxeB0(x0,h), 
ip(x) -x>2h, y x e M\B0(x0, 2Cfh). 

Combining (31), (32) and (34) yields that 9(x) G C ^iM) and (28) is 
true. Hence (29) follows from (9), (31) and (33). q.e.d. 

L e m m a 4 .10 . For the function 9{x) which we obtained in Lemma 
4-9, there exists a constant 0 < C15 < +00 depending only on n,ko,e 
and T such that 

(35) 

r e ( x ) 

t t ( l 

r r 9{x) 

< 

) 

Cl5 1 1+e 

0 < t < T. 

C\t l + e 

Proof. Using Lemma 4.9 and the arguments which we used in the 
proof of Lemma 4.5 we know that (35) is true. q.e.d. 
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L e m m a 4 .11 . Under Assumption A, suppose there exist constants 
0 < e, Cie, Cn < +00 and Lp{x, t) G C°°(M x [0, T]) such that 

(36) 

Then 

(37) 

' § f = Av? + Q(¥> ,x t ) , o n M x [ 0 , T ] , 

V?(x ,0)<Ci6 , onM, 

Q{<p,x,t)<-C17<px+e, if<p>C16. 

(p(x,t)<C16, onMx[0,T]. 

Proof. Using Lemma 4.10 and the arguments which we used in the 
proof of Lemma 4.9 in [41] we know that Lemma 4.11 is true. q.e.d. 

L e m m a 4 .12 . Under Assumption A, suppose 0 < e, C\e, Cn, C\& < 
+00 are constants and <*p(x,t) G CO0(M X [0,T]) such that 

(38) 

Then 

(39) 

' | | = A(p + Q(tp,x,t), 

cp(x,0) < C16, 

Q(tp,x,t)< Çfjr i 2 - C i 7 v 1+e 

on M x [0,T], 

on M, 

ifp> C16. 

(p(x,t)<C16, onMx[0,T]. 

Proof. Using Lemma 4.11 and the arguments as we used in the proof 
of Lemma 4.10 in [41] we know that Lemma 4.12 is true. q.e.d. 

L e m m a 4 .13 . Under Assumption A, suppose 

0 < £, Ci6, Ci7, Ci8, Ci9 < +00 

are constants and <*p(x,t) G CO0(M X [0,T]) such that 

(40) 

^ = A<p + Q(<p,x,t), onMx[0,T], 

<p(x,0)<C16, onM, 

Q{<p,x,t)< ^ j r i j 2 + ^ i - i 

-CigjV'i j r - C17Lp1+£, if(f> C16, 
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where fipi g is a tensor. Then 

(41) (p(x, t) < Ci6, on M x [0, T]. 

Proof. The proof follows from Lemma 4.12 and the inequality 

j r i j2 

ipi •r(p- Ci9jipi j ip < 
4Ci9<p 

T h e o r e m 4.14 . Under Assumption A, suppose (p(x,t) G CO0(M X 
[0,T]) and 0 < e, C\\, C12, C\e, Cn, C g , C\Q < +00 are constants such 
that 

(42) 

w = A(p + Q(tp,x,t), 

<p(x,0) < 0, 

Q((p,x,t) < CUjr i 2 + C12(p, 

Q{<p,x,t)< ^ j r i j 2 + ^ i - i 

-CigjV'i j r - C l T ^ 1 " ' " 5 , if<P>C16, 

on M x [0,T], 

on M , 

ifO<tp<C16, 

where fipi g is a tensor. Then 

(43) (p(x,t)<0, onMx[0,T]. 

Proof. From Lemma 4.13 it follows that 

(p(x,t)<C16, o n M x [ 0 , T ] . 

Using Theorem 4.8 we thus complete the proof. q.e.d. 

5. Preserv ing the Kahler i ty of the metr ics 

Suppose g ij(x, t) > 0 is the smooth solution of the evolution equation 

(1) dt g ij ^x,t^ = -2R^x^i on MX [0,T]. 

In this section we want to show that if g ij(x,0) is a Kahler metric on 
M, then g ij(x,t) are also Kahler metrics for any t G [0,T]. To prove 
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this statement we need to use the maximum principles established in 
the previous section. 

T h e o r e m 5 .1 . Under Assumption A ofx^, if M is a complex man­
ifold and eg ij(x) is a Kahler metric on M, then g ij(x, t) are also Kahler 
metrics for any t G [0, T]. 

Proof. Since M is a complex manifold, we suppose that M has 
complex dimension n, so that M is a real 2n-dimensional noncompact 
manifold. Suppose z = fz1, z2,... , z n g is the local holomorphic coordi­
nate on M, and 

z k = x k + p ^ ï x k+n, 

k = 1, 2 , . . . , n. 

x k G R , x k+n G R, 

Then x = fx1, x2,... , x2n g is the local real coordinate on M. We use 
i,j,k,l,... to denote the indices corresponding to real vectors or real 
covectors, a, ß, y, S,... the indices corresponding to holomorphic vectors 
or holomorphic covectors, o-, ß, 7, S,... the indices corresponding to an-
tiholomorphic vectors or antiholomorphic covectors, and A, B,C,D,... 
to denote both a, ß, 7, S,... and ö-, ß, 7, S,.... 

As a real 2n-dimensional Riemannian manifold, M has real tangent 
space T R M and real cotangent space T R M : 

2n 
_d_ 
dx i 

(3) T R M = M 

2n 

(4) T R M = M R-dx i. 
i=l 

If we complexify T R M and T ̂  M, we get the complex tangent space 
T C M and complex cotangent space T ̂  M of M as a complex manifold: 

(5) T C M = T R M ® C = M C ^ = M C A 
i=l A 

M C a M CTß> dza dz(: 

p 
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(6) 
2n 

T^M = T&M ®C = M C'dx i 
i=l 

M C-dz = M C.dzaM C. dzß, 

where 

(7) 
Ì JL 
2 c)x° Qxa + n 

9 ^ 
9 z a 2 9 x a ~ ' ~ p dxa+n 

d z a = dx" p ldxa+n. 

If we denote 

(9) T M = M C . T M = M C , 9z" &z 
a a 

(10) T ( M = M C.dza, T ( ° M = M C ^ , 
a a 

then we have the following decompositions: 

(11) T M = T ( 1 ' 0 ' M e T ( 0 , 1 ) M , 

(12) T^M = T*{1'^M®T*{0'^M. 

Under Assumption A of x4, we let 

(13) ds2t = g ij{x, t)dx i dx j > 0, for 0 < t < T. 

Using (8) we can write ds t in terms of complex coordinates on M as 
follows: 

ds"t =g AB{z,t)dz dz 

(14) =gaß(z, t)dzadzß + gaJj{z, t)dzad-zß 

+ g-ß(z, t)dzdzß + g--ß{z, t)dzdzß, 0<t<T. 

Since (14) comes from (13), it is easy to see that the following property 
is true: 

' gaß(z,t) = g--g(z,t) 

(15) on M X [0,T], 

gß(z , t ) =gaß(z,t), 
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which can be simply written as 

(16) g AB(z1t)=g AB(z1t)1 o n M x [ 0 , T ] , 

where we have denoted 

(17) 
A = a, if A = a, 

A = a, if A = a7. 

By the definition of Kahler metric, ds t is a Kahler metric if and only if 

gaß(z,t) = 0, g--ß(z,t) = 0, 

:i8ì y z e M. 

dz~< — dza ' 

Similar to {g ij) = (g ij) 1 in the case of real coordinate, in complex 
coordinates case we define 

(19) (g 
AB 

{g AB)
 1-

The Riemannian curvature tensor fR ijkl(x, t)} can also be extended lin­
early uniquely to T C M from T R M , thus we get a 4-tensor fR ABCD(z, t)} 
on T C M. The new curvature tensor fR ABCD(z, t)} has the same prop­
erties as fR ijkl(x,t)}: 

R ABCD = - R BACD = - R ABDC = R CDAB, 

R ABCD + R BCAD + R CABD = 0, 

^ E R ABCD + V' A R BECD + ^B R EACD = 0. 

(20) 

Similar to (16) we still have 

(21) R ABCD(z,t) = R ABCD(z't)' o n M x [ 0 , T ] . 

We can also define 

(22) R AB(z,t)=g CD(z,t)-R ACBD(z,t), o n M x [ 0 , T ] , 

(23) R(z,t) = g AB(z,t) -R AB(z,t), o n M x [ 0 , T ] . 

It is easy to see that fR AB(z, t)} is also the linear extension of fR ij(x, t)} 
from T R M to T C M. Since g ij(x,t) is the solution of evolution equation 
(1) on M X [0,T], we have 

(24) d_ 

dt 
g AB{z,t) = -2R AB(z,t), o n M x [ 0 , T ] . 
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For the evolution of the curvature tensor, we have 

L e m m a 5.2. Suppose g AB(z,t) satisfy (24) on M X [0,T], then we 
have 

d 
-Kt R ABCD =AR ABCD + ^{B ABCD - B ABDC - B ADBC 

(25) + B ACBD) - g (R EBCD R FA + R AECD R FB 

+ R ABED R FC + R ABCE R FD), 

(26) ^R AB =AR AB + 2g CD g EF R CAEB R DF 

- 2g R AC R BD, 

(27) ^R =AR + ïg AB g CD R AC R BD, 

where B ABCD = g EF g GH R EAGB R FCHD-

Proof. Since g ij(x,t) satisfy evolution equation (1), from Theorem 
7.1, Corollary 7.3 and Corollary 7.5 in R.S. Hamilton [22] we have 

d 
-pt R ijkl =^R ijkl + 2{B ijkl - B ijlk - B iljk + B ikjl) 

(28) - g pq(R pjkl R qi + R ipkl R qj 

-\- R ijpl R qk ~T R ijkp R ql) , 

dt 

(30) ^-t R=AR + 2g ij g kl R ik R jll 

\Zu j R —^-R ij -\- zg g R piqj R rs zg R pi R qj, 

where - i jkl = g pr g qs R piqj R rksl- Writing (28), (29) and (30) in terms of 
complex coordinates, we know that (25), (26) and (27) are true. q.e.d. 

Using Bianchi's Identity (20), it is easy to show that 

/„-.x J B ABDC - B ABCD = g g R EABG R FHCD, 

B ABCD = B BADC = B CDAB, 
which together with (25) yield 

T^R ABCD =AR ABCD - 2g g R EABG R FHCD at 
(32) - zg g R EAGD R FBHC + 2g g R EAGC R FBHD 

- g (R EBCD R FA + R AECD R FB 
+ R ABED R FC + R ABCE R FD)-
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By the definition of fR ABCD(z, t)g we obtain 

(33) jR ABCD(z,t)j2 = jR ijkl(z,t)j2, o n M x [ 0 , T ] , 

where 

f 3 4 ) f jR ijkl{z,t)j2 = g p g jq g ̂  g ls R ijkl R pq is , 
1 ' jR ABCD(z,t)j> = g AE g BF g CG g DH R ABCD R EFGH. 

Thus under Assumption A of x4, we have 

(35) sup jR ABCD{z,t)j2 < k0. 
Mx[0,T] 

To avoid the complicated computation on the change of the metrics 
g AB(z, t) among the proof of Theorem 5.1, we use the abstract tangent 
vector bundle method which was originally derived by R.S. Hamilton in 
[23]. We pick an abstract vector bundle V which is isomorphic to the 
complex tangent bundle T^M defined by (5), but with a fixed metric 
ge AB on the fibers of V. We choose an isometry U = fU B g between 
V and TQM at time t = 0, and we let the isometry U evolve by the 
equation 

(36) ^U B = g AC R CDuD, 0 < t < T, 

where g AC and R CD are defined by (19) and (22) respectively. Then 
the pull-back metrics 

(37) g AB {z,t)= g CD (z,t) • U C A (z,t) • U D {z, t) 

remain constant in time, it is easy to see that 

(38) — g AB(z,t) = 0, 0<t<T, 

and U remains an isometry between the varying metric g AB on T^M 
and the fixed metric ge AB on V. We use U to pull the curvature tensor 
on TQM back to V: 

(39) R ABCD (z, t) = R EFGH • UUU G H , 0<t<T. 

We can also pull back the Levi-Civita connection T = fTAB g on T^M to 

get a connection e = f e C B g on V, the covariant derivative of a section 

co = fLO g of V is given by 

fit A e 
(40) r BuA = B + TA CuC. 
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Moreover, we can take the covariant derivatives of any tensors of V and 
TQM. In particular we have 

(41) r A U B = 0, r A g BC = 0, 0<t<T. 

We can also define the Laplacian operator 

(42) AR ABCD = g EF r E r F R ABCD 

to be the trace of the second order covariant derivatives. Similar to (32) 
it is easy to show that 

TTTR ABCD =AR ABCD - 2g eg R EABG R FHCD 
at 

(43) - 2g g R EAGD R FBHC + 2g g R EAGC R FBHD, 

where 

(44) (eg AB) = (eg AB)-1. 

For the details of this technique, one can see Hamilton [23]. 
By the definition of fR ABCD g we have 

(45) jR ABCD(z,t)j2 = jR ABCD(z,t)j2, o n M x [ 0 , T ] , 

where 

(46) jR ABCD(z, t)j2 = g AE g BF g CG g DH R ABCD R EFGH. 

Now we define a function on M X [0, T]: 

<p(z, t) ^ge e g ^ R a ß ^ R e + ge eg3Ceg eg"R e - ß l S R « ^ 

(47) + gegeeg^R eß^R^ 

+ geCge<eg e g R a ^ s R e c ^ on M x [0, T]. 

It is easy to see that (f(z, t) G CO0(M X [0, T]) is a well defined smooth 
function and is independent of the choice of the coordinate fzag on M. 

By the hypothesis of Theorem 5.1, the metric g AB(z,t) is Kahler 
at time t = 0, i.e., g AB(z, 0) is a Kahler metric. Thus by definition 
eg AB(z, 0) is a Kahler metric, and from (18) it follows that 

(48) geß(z,0) = 0, ge-ß(z,0) = 0, V z G M. 
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By (38) we obtain 

(49) g AB(z,t)=g AB(z,0), z e M, 0<t<T, 

which together with (48) yield 

(50) geß(z,t) = 0, ge-ß(z,t) = 0, on M X [0,T]. 

For any point z G M, from (48) we know that there exists a local 

holomorphic coordinate fzag such that 

(5 1) egß(z, 0) = Saß 

at one special point z. Using (49) we get 

(52) geTj(zit) = Saßl 0<t<T. 

Since (g AB) = (eg AB)-1! combining (50) and (52) implies 

f 5 3 ) (geß_(z1t) = 01ge(z1t) = 01 

geß(z,t) = 5aß. 

Similar to (16) and (21) we also have 

(54) eg AB(z,t)=fAB(z,t), o n M x [ 0 , T ] , 

(55) R ABCD(z1t) = R e ABCD(^t)^ o n M x [ 0 , T ] . 

In the following computation we always assume that the local coordinate 
fzag satisfies (51) at one point. Combining (35) and (45) yields 

(56) jR ABCD(z,t)j2 < k0, o n M x [ 0 , T ] . 

Thus by (53) we get 

(57) ^2 R ABCD • R ABCD < k0. 

A,B,C,D 

From (47) and (53) it follows that 

¥>(zt) - ^2 jRaß-/sj2 + jR e ^ s j 2 + jR eß~/sj2 + jRaßlSj 

(58) = J2 jR ABISj2. 
A,B,-y,S 
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Thus 

(59) (p(z,t)>0, o n M x [ 0 , T ] , 

and (f(z, t) = 0 if and only if 

(60) R ABls(z,t) = 0, forall A, B,j, S. 

By (43) we obtain 

-Kt R AB^S =AR AB18 - 2g g R EABG R FH^S 

(61) - 2g EF g GH R EAGSR FBHl 

+ 2g g R EAG^ R FBHS-

From (53) we still have 

g g R EABG R FH^S =R EABG R E~G1S 

(62) =RaABßRcieS + RaAB~ßR e ß l S 

+ R e ABßRa-ßlS + R e AB~ßRc<ßlS, 

g g R EAGSR FBH-Ì =R EAGSR E-B-G1 

(63) =RaAß8R e B-ß„/ + RaA]3SR e Bßl 

+ R e AßsRcBß-, + R eäA~ß8R<xBß1, 

g g R EAG^ R FBHS =R EAG1R E-B-G$ 

(64) =RaAßlR e B^s + RaA^ R e BpS 

+ R e Aß1RaBßS + R e Aß~/RaBß8-

Combining (62), (63) and (64) shows that (61) can be written as 

d e 
(65) jt R AB1s = ^R AB^S + R CDEF * R GHaß, 

where R CDEF denote the general terms of the curvature tensor, R GHaß 
denote those terms on which the third indices and the fourth indices are 
unbar indices, and * denotes the tensor product and linear combinations. 
From (38) and (58) it follows that 

(66) — = 2R ABls • -Kt R AB^S, 
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which together with (65) implies 

C/CD e e e e 

— = 2R AB18 • [AR AB^S + R CDEF * R GHaß] 

(67) = AjR AB~/Sj - 2jVR AB~/Sj + 2R CDEF * R GHaß * R AB~,S 

= Atp - 2jVR AB~/Sj + IR CDEF * R GHaß * R AB~/8-

It is easy to see that 

(68) 2R CDEF * R GHaß * R AB^S < C(n) • jR CDEF j • jR AB^Sj2, 

where 0 < C{n) < +oo depends only on n. Combining (56), (58) and 
(68) yields 

(69) 2e CDEF * R GHaß * R AB^S < C{n) • - \ k • V, 

which together with (67) imply that 

(70) ^ < A<p-2jVR AB^ j2 + C(n)p k ̂ -<p. 
dt 

Finally we have 

(71) 9<Pz t) < Ay(z, t) + C{n)p k~0- <p(z, t), o n M x [ 0 , T ] . 

Since by the hypothesis of Theorem 5.1 eg AB(z, 0) is a Kahler metric, we 
obtain 

(72) R ABl8(z,0) = 0, VA,B,y,S; 

thus from (58) it follows that 

(73) (p(z,0) = 0, VzeM. 

By (57), (58) and (59) we still have 

(74) 0 < cp(z, t) < k0, on M x [0, T]. 

Combining (71), (73), (74) and using maximum principle Theorem 4.8 
we get 

(75) (p(z,t)<0, o n M x [ 0 , T ] , 
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which together with (74) implies 

(76) (p(z,t) = 0, o n M x [ 0 , T ] . 

Thus from (60) and (76) it follows that 

(77) R ABls(z,t) = 0, o n M x [ 0 , T ] . 

By the same reason we have 

(78) RaßAB = 0, R AB--ß = 0, R ̂ AB = 0, on M x [0, T]. 

Now we define 

(79) R AB{z, t) = g CD{z, t)R ACBD{z, t). 

By (39) we have 

(80) R AB (z,t) = R CD (z,t)-U A - U D , 

(81) R CD = R AB • V A • V D , where (V B) = (WB)"1. 

From (37) we have 

(82Ì leg AB=g CD-V A - V B, 
( ' g CD = eg AB-U C A-U D . 

Combining (81) and (82) shows that (36) can be written as 

(83) ^U B = g EF R FB U A. 

Suppose the coordinate satisfies (53) at one point. Then 

(84) -U = R EB U A. 
d 

By the definition of U = fU B g one can choose a base of the vector 
bundle V such that 

85 U A(z,0) = 
V ; BK ' 0 if A±B. 

From (84) it follows that 

d a e a e a 
86) —U = R E-ßU = R*7ßU% + R^ßU^-
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By (53) and (79) we obtain 

CD e _ 
aDßD Raß(z, t) = g RaCßD = RaDß 

yd t j — Ra^ß^f ~T ea^fß^i 

which together with (77), (78) yields 

(88) Raß(z,t) = 0, o n M x [ 0 , T ] . 

Similarly, 

(89) R e - j ( z 1 t ) = 01 o n M x [ 0 , T ] , 

which together with (86) implies 

(90) JUf = R U , V«,/3. 

From (85) we have 

(91) U£(z,0) = 0, V a , / 3 , 

which together with (90) yields 

(92) U2(z,t) = 0, o n M x [ 0 , T ] . 

Similarly, 

(93) Uf(z, t) = 0, on M x [0, T]. 

By (39) we get 

(94) R ABCD{z, t) = R EFGH{z, t) • V E V£V G V , 

where (V B) = (WB ) _ 1 . From (92), (93) it follows that 

(95) V | (z, t) = 0, Vj(z, t) = 0, on M x [0, T\. 

Combining (94) and (95) we know that 

R ABls{^ t) = R EFGH{z, t) • V E V B V7G V H 

(96) =R EFaß(z,t)-V E V B VV, 
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which together with (77) implies 

(97) R ABls(z,t) = 0, o n M x [ 0 , T ] . 

Similarly, 

(98) RlSAB{z,t) = Q, o n M x [ 0 , T ] . 

Combining (81) and (95) we get 

Raß(z, t) = R AB(z, t) • VV = R\s(z, t) • V2Vfj, 

which together with (88) implies 

(99) Raß(z,t) = 0, o n M x [ 0 , T ] . 

Similarly, 

(100) R-p(z,t) = 0, o n M x [ 0 , T ] . 

From (24) and (99) we know that 

d 
(101) 

dt 
gaß(z,t) = 0, o n M x [ 0 , T ] . 

Since g AB(zi 0) is a Kahler metric, from (18) it follows that 

gaß(z,0) = 0, z e M, 

which together with (101) implies 

(102) gaß(z,t) = 0, o n M x [ 0 , T ] . 

Similarly, 

(103) g--j(z1t) = 01 o n M x [ 0 , T ] . 

Using (97), (98) and (20) we get 

(104) 
Raß-yS — R ß a S — Raslß — R ^Saßi 

Vr,RalHs = VaR^s = V 7 R a ^ , on M x [0, T], 
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which implies that 

(105) VaRß- = VßRa-, 

From (24) it follows that 

on M X [0,T]. 

d_ 
dt 

dga-ß{z, t) dg^z, t) 

(106) 

dz~' 

d (d 
dzl ßt gaß 

dz 

d 
d d_ 

mgß 

dRn dRn; aß 

dz"< + 2- 7/3 

dz 

By definition we have 

dR 

(107) 

where 

(108) 

VaR-* dz 
dR 

iß -.A 
a"fR Aß TR--Ta-pRlAl 

VlRa~ß 
aß 

dz~y 
y-A _ rA_ 
^-/aR Aß 1ßRaA ^ 

rC _ l CD dg DB 
1 AB — 2g d + 

dg AD dg AB 

z A dz B dz D 

Combining (106) and (107) gives 

~dga-ß d g ~ d_ 
dt 

(109) 

dz"/ dzc 

2 V a R - 2\1Ra-ß + 21 aiR A-ß — 21 iaR A-ß 

+ 2VATR ^-^^RaA, aß"iA 7/3 

which together with (105) and the fact that Tary 
A rA implies 

:"»> I dg-ä dg gaß iß 

dz~y dz° 
2VA R ̂ A - 2VA R«A 

— 2r -TJR^S ~\~ 2 r -j T — 2r -;Rr,x — 2 r -$R •?, 
a/3 »° aß R à 7/3 Œ0 7/3 a ô ' 

which together with (99) yields 

~dgaß d^ßl 111 
d_ 
dt dz"< dz 

2r 5 - , j - 2 r R T. 
aß Rà 7/3 aà 
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From (108) we know that 

(112) rI_ =}_g A dAß dgaA
 dgaji 

aß 2 dza dz? dz A 

Combining (102), (103) and the fact that (g AB) = (g AB)'1 we get 

(113) gaf\z, t) = 0, g~~\z, t) = 0, on M x [0, T], 

which together with (112) implies 

; i i4 ) 
"ß g dza dz? dz-n 

From (102) it follows that -^zpgar] = 0, so that , in consequence of (114), 

(115) 

Similarly, 

(116) 

r ?f = -g 
aß 2 

1 1 f g Og -5 Sri vß 

dz 
aß 

dzv 

K* = g 
i JÛ f 9 g g 5r) vß iß 

"'ß 2 dz"' dz-n 

Substituting (115) and (116) into (111), we obtain 

dgaß dg ^f d_ 
dt 

; i i7 ) 

dz"' dz 

8,R dg- dg-
g 7 S 

hß aß 
g*R 

dgH dg-iß 
dza dzv 

Since g AB(z, 0) is a Kahler metric, by (18) we have 

dga-ß{z, 0) dg^z, 0) 

Hß 
dz"' dz'« 

( 1 1 8 ) dz"' dz° 

which together with (117) implies 

dga-3{z, t) dg^z, t) 
; i i9 ) 

dz"i dz 

0, on M, 

0, o n M x [ 0 , T ] . 

Combining (102), (103) and (119) shows that g AB(z,t) is a Kahler met­
ric for every t G [0,T]; thus we have completed the proof of Theorem 
5.1. 
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As soon as we have proved that the evolution equation (1) pre­
serves the Kahlerity of the metrics, we are going to show that evolution 
equation (1) also preserves the nonnegativity and the positivity of the 
holomorphic bisectional curvature. The corresponding statements in 
the compact manifolds case were proved by N. Mok in [33]. 

T h e o r e m 5.3 . Under Assumption A of§^, if M is a complex man­
ifold and eg ij(x) is a Kahler metric on M with nonnegative holomorphic 
bisectional curvature, then for any t G [0,T], g ij(x,t) are also Kahler 
metrics with nonnegative holomorphic bisectional curvature. 

Proof. From Theorem 5.1 we know that for any t G [0,T], g ij(x,t) 
are Kahler metrics on M. Thus by (18), (97), (98), (99) and (100) we 
have 

(120) 

gaß{z,t) = 0, g-ß{z,t) 

R AB~S 

O, 

R AB1s(z,t) = 0 

R-ySAB(z,t) = 0, R S A B 

Raß(z,t) = 0, R--ß(z,t) = 0, 

R izjtj 
on M x [0,T], 

'121Ì af3 ~ g RaAßB — g1 Ra~iß8 + g 1Ra8ß~/ — _gf Raß~/8' 
R(z, t) = g AB R AB = gaßR-ß + gßaR-ßa = 2gaßR0^ 

R — g RaAßB 

which together with (32) imply that 

d 

(122) 

Qtaß^S —^-Raß-fS 2gcg R ^ R 

2gcg R ^ R c ^ 7 + gga'nRia^Rc-ßrrs 

ga(RCß,-8Rai R + Rac-fsRiß + RaßcsR-zc 

+ RaßqcR^)^ 

Qtaß^S —^Raß-/S 2 g g R R o y 

ga(RCß,-8Rai R + Rac-fsRiß + RaßcsR-zc 

+ RaßqcR^)^ on M X [0,T], 

where we have used (104) and the fact that R-^a ^ 
we use the abstract vector bundle technique as we did in (36), (37), (40) 

RaWS- Suppose 
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and (41), and suppose f R ABCD g is denned by (39). Since (53), (77) and 
(78) are true, from (61) it follows that 

d e e e g e g - ~ 
'Ot RaJj1l

 = ^RaJj1l ~ 2S eaJjaRCnql 

(123) 
d e e e g e g - e e 

'Öt RaT^T = ^RaJj1l ~ 29 RaJjaÎ,R1TÇn 

- iegceg"Ra^R e + 2egegRaj^Rcß^ 

on M X [0,T]. 

If we choose a local holomorphic coordinate fzag such that eg -g = 8aß 
at one point, by (123) we get 

Q e _ e e 

77t a7j75
 = ^Ra~ß~iJ ~ 2Ra'ßaJR eICdr 

(1 2 4) - 2RaJalR~Mv + 2RaJ1äR(ßa~S^ 

which can be written as 

(125) ^-t RaWs = ARaW - Q(Rm)aW, on M x [0, T], 

where 

Q(Rm)aW& =2Ra-ßalR er&ie + 2RaJaJR~Mä 

(126) - 2RahwR^. 

By definition we know that the holomorphic bisectional curvature is 
nonnegative if and only if 

(127) - R C C ^ 0 ' V ^ C e T ^ M ; 

the holomorphic bisectional curvature is positive if and only if 

(128) - R C C > 0 ' for any Ç,C G T ^ M , Ç / 0 , C / 0 . 

Combining (39), (92), (93), (94) and (95) we have 

(129) Rowszt=R e z. t • ̂  4 ^ ul 
RCCz t) = R«1HS(z> t) • Vt Vl V? V U ; 
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thus (127) and (128) are equivalent to 

(130) - R c ^ > o , v ^ C e T ^ M , 

(131) - R c c > 0 ' v ^ C e T ^ M , ç / o , c / o , 

respectively. Therefore to prove Theorem 5.3 we only need to show that 

(132) -Rgg(z,t) > 0, on M x [0,T]. 

For any (z,t) £ M X [0,T], by definition the holomorphic tangent 

spaces T z ' M are independent of t. Now we define the subspace 

(133) S(z) = f U T z M\m\2 = l}, 

where || ||2 are the norms with respect to the metric eg-a(z,t). From 
(49) we know that S(z) are independent of time t inside the abstract 
vector bundle V. We define a function ip on M X [0,T] by 

(134) (p(z,t) =supf6> G R\Agg(ô,z,t) > 0 for any f, C G S(z)}, 

where the tensor fAa-ß -g(9, z, t)} is defined by 

(135) -0gel(z,t)-ge(z,t). 

It is easy to see that (p(z,t) G C°(M X [0,T]) is a continuous function. 
If we define 

(!36) - <p(z, t)\egp(z, t) • ge(z, t) + gei(z, t) • ge(z, t)], 

then by definition 

(137) Agtf(z,t) > 0, on M x [0,T\. 

For any fixed (z,t) £ M X [0,T], since S(z) is a compact subset of 

T z ' 'M, combining (134), (135) and (136) shows that there exist a, ß G 

S(z) such that 

(138) Aa-0(z,t) = O, 
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which together with (137) implies 

(139) in f {A a c f ( z , t ) \Ç,ÇeS(z)} = 0, o n M x [ 0 , T ] . 

By Lemma 3.5 in R.S. Hamilton [23] we have 

d 
a t inf{A£C?(z,t)K,C<ES(z)} 

(140) 

- inf mAa~^z,t^a,ße S ^ such that A«äw(z>t) = ° 

which together with (139) yields 

(141) inf^Aa-0(z,t)\a,ß e S(z) such that Aa-0(z,t) = oj < 0. 

For any fixed (z,t) £ M X [0,T], since S(z) is compact, from (138) and 
(141) it follows that there exist a, ß G S(z) such that 

(142) 
mdt Aaflßß(z,t) < 0, 9 

which together with (137) implies 

(143) AAa-0(z,t)>O. 

On the other hand, by (38), (136) and (142) we obtain 

e e e e d<p(z t) 
, , „ , , , [ga-(z, t) • g^(z, t) + g ^z, t) • gß-(z, t)]—j-^-
(144) d e 

^ —Qt R ä ß ß z t -

Using (41), (136) and (143) we get 

-ARäßß(z^) >[eg-(z,t)-ge(z,t) 

(145) +eg-ß(z,t) -geä(z,t)]A<p(z,t). 

Combining (125), (144) and (145) gives 

eg ge _ , eg _ ge ^dtp{z,t) 
[9aa9ßß -\- 9aß ' 9ßa\ Q 

(146) > [ge ge-ß + eg-ß • ge-]Aip(z, t) + Q{Rm)a-ß-ß. 
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Since a, ß G S(z), we have 

ge-(z, t) • ge-ß(z, t) + ge-ß(z, t) • ge-(z, t) 

(147) = l + jega-ß{z,t) j 2 > 0 , 

which together with (146) yields that 

The function (p(z,t) may not be smooth at some points of M X [0,T], 
but just as what Hamilton did in [23] we can assume without loss of 
generality that (p(z,t) is smooth while using the maximum principle. 

L e m m a 5.4. Suppose fAa-ß ^g is a tensor which has the same sym­

metries as fRa-ß 5g. We let 

Q(A) 

where we assume that eg -̂  = 6aß at one point. Suppose for a fixed point 
z G M we have 

a«) A * ° : ! * C € 2 z : M , , 

Then 

(150) Q(A)a^>0. 

Proof. The same as what N. Mok did in [33]. q.e.d. 

Now suppose fAa-7j -g(z,t)g is defined by (136), and a, ß G S(z) 
satisfy (142). From (137), (142) and Lemma 5.4 it follows that 

(151) Q(A)a7S0>O. 

On the other hand, by the definition of Q{A)a-ß ^ it is easy to see that 

Q(A)aPy8 = Q{Rm)c&ï& + <P(z> t ) * Rm 

(152) + g z,t)2*g*g, 
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where * means the linear combinations of the tensor product. Combin­
ing (56), (77) and (78) gives 

(153) j R ( z t ) j 2 < k , o n M x [ 0 , T ] . 

Thus by the definition of <~p(z, t) in (134) and (135) we get 

(154) j<p(z,t)j < p o , o n M x [ 0 , T ] , 

which together with (152) and (153) implies 

(155) jQ{A)aWs-Q{Rm)aWsj <C3(n,k0)j^z,t)j, 

where 0 < C ( n , ko) < +00 depends only on n and ko. Combining (151) 
and (155) we obtain 

(156) Q(Rm)a-M>-C3(n,ko)W(z,t)j, o n M x [ 0 , T ] , 

which together with (148) yields 

(157) ^A>A^(z,t)-C3(n,ko)Mz,t)j, on M x [0,T]. 

On the other hand, by the assumption of Theorem 5.3 we have 

(158) - e a - ^ z ) > 0 , V z G M ; 

thus from (134) and (135) it follows that 

(159) (p(z,0)>0, VzeM. 

Combining (154), (157), (159) and using Theorem 4.8 we know that 

(160) (p(z,t)>0, o n M x [ 0 , T ] , 

which implies that 

(161) -Ra-0(z,t)>O, o n M x [ 0 , T ] ; 

thus by the explanation in (132), Theorem 5.3 is true. 

T h e o r e m 5.5. Under Assumption A of§^, if M is a complex man­
ifold and eg ij(x) is a Kahler metric on M with positive holomorphic 
bisectional curvature, then for any t G [0,T], the metrics g ij(x,t) are 
also Kahler metrics with positive holomorphic bisectional curvature. 
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Proof. From Theorem 5.3 it follows that g ij(x,t) are Kahler metrics 
with nonnegative holomorphic bisectional curvature. Using the local 
technique as what R.S. Hamilton described in [23] we know that g ij(x, t) 
actually have positive holomorphic bisectional curvature for any t G 
[0,T] provided eg ij(x) has positive holomorphic bisectional curvature. 

q.e.d. 

6. Control l ing the v o l u m e e lement 

In this section we want to control the volume element of the solution 
to the Ricci flow evolution equation. Under the assumptions of Theorem 
1.1, the author of this paper derived the techniques which were used to 
control the volume element of the solution to the Ricci flow equation 
in his Ph.D. thesis [43] in 1990. Later on we found that with some 
modifications of the techniques appeared in [43], we can still control 
the volume element of the solution to the Ricci flow equation under 
much weaker assumptions than that of Theorem 1.1. In this section we 
describe the modified version of the techniques appeared in §6 of [43]. 

We make the following assumption: 

A s s u m p t i o n B . Suppose M is a complete noncompact Kahler 
manifold of complex dimension n with its Kahler metric eg ij(x) > 0. 
Suppose 0 < 9 < 2, 0 < T, ko, 0 Q , C\ < +oo are constants and 
g ij(x,t) > 0 is the smooth solution to the Ricci flow equation 

,x) -^g ij(x,t) = -2R ij(x,t), o n M x [ 0 , T ] , 

g ij(x,0) = g ij(x), on M, 

which satisfies the following assumptions: 

(2) (i) Z < - R a - 0 ( x , O ) < k o , xeM, 

(3) (ii) B R(xl0)dVo< C •Vol(B0(x0ll))1 

x0 e M, 0 < 7 < +00, 

(4) (iii) sup jR ijkl{x,t)j2 < ©o, 
Mx[0,T] 

where we let 

(5) 
d s i — g £ j \ x . t ì d x d x . 

dse ds\ . 
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and use B t(x, 7) to denote the geodesic ball of radius 7 and centered at 
x £ M with respect to ds t , dV t the volume element of ds t , fR ijkl(x, t)} 
the curvature tensor of ds t , R(x,t) the scalar curvature of ds t , and 
Vol(B t(x,y)) the volume of B t(x,j). 

Under Assumption B, since g ij(x,0) is a Kahler metric with non-
negative holomorphic bisectional curvature, from Theorem 5.3 it follows 
that for any t G [0, T], g ij(x, t) are also Kahler metrics with nonnegative 
holomorphic bisectional curvature: 

(6) -Ra-ß-ß{x,t)>ü, o n M x [ 0 , T ] . 

By (6) we get 

(7) Ra-ß{x,t)>ü, o n M x [ 0 , T ] , 

(8) R(x,t)>0, o n M x [ 0 , T ] . 

We define a function F(x,t) on M X [0,T]: 

detfg -ä{x, t)) 

By the definition we have 

(10) dV t = e F{x^ dV0, on M x [0, T], 

d-Fxt=g(x,t).g(x,t) 

= -2ga^{x,t)R^x,t), o n M x [ 0 , T ] , 

d 
(11) —F(x,t) = -R(x,t), o n M x [ 0 , T ] , 

w hich, together with (10) and (8), yields respectively 

d 
(12) —dV t = -R(x,t)dV t, o n M x [ 0 , T ] , 

d 
(13) —F(x,t)<0, o n M x [ 0 , T ] . 

On the other hand, by definition we have 

(14) F(x,0) = 0, xeM, 
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which together with (13) implies 

(15) F(x,t)<0, o n M x [ 0 , T ] . 

What we are going to do in this section is to prove the following 
theorem: 

T h e o r e m 6 .1 . Under Assumption B, there exists a constant 

C(n,ko,9,C\) such that 

(16) F(x,t) > -C(n,k0,9,C\) • (t + 2)^, onMx[0,T], 

where 0 < C(n, ko, 9, C\) < +oo depends only on n, ko, 9 and C\, and is 

independent of ©o and T. 

To prove Theorem 6.1 we need to control the volume growth rate of 
ge ij(x) on M. But for the Kahler manifold (M,eg ij(x)) in Assumption 
B, we do not know what is the volume growth rate of ge ij(x) on M. 
To resolve this problem, we replace the Kahler manifold (M,eg ij(x)) in 
Assumption B by a new manifold 

(17) M = M x C2 

with the product metric 

(18) dsb = ge ij(x)dx i dx j + dw dw + dw dw , 

where ge ij(x)dx i dx j is the Kahler metric on M which satisfies Assump­
tion B, and dwld~wl + dw2dw2 is the standard flat Kahler metric on 
C 2 . c 

By definitions (17) and (18) we know that (M, dsb) is also a complete 
noncompact Kahler manifold which satisfies: 

(19) 0 < -Ra^(y) < ko, VyeM, 

(20) Z R(y)dy<-C—.Vol(B(yo,1)), 
B(yor<) ( 7 + 1 ) 

V yo e M, 0 < 7 < +00, 

where ko and 9 are the constants in Assumption B, 0 < C3 < +00 is 
a constant depending only on the constants n, c and C\ in Assumption 
B, b -g £ and R denote the curvature tensor and the scalar curvature 

of the metric dsb respectively, and B(yo,j) denote the geodesic balls of 

dsb on M. 
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Moreover, we have 

(21) dime M = n + 2 > 3. 

Since the Ricci curvature on M is nonnegative, using the volume com­
parison theorem in [5] we get 

( 2 2 ) Vol(B(^)) s /„N In«" _ v y e _ o < £ < +oc^ 

Vol(ß(y 0 ,7 i ) ) TI 

Since the factor C2 is flat, it is easy to see that there exists a constant 
0 < C2 < +00 depending only on n such that 

/OQA Vol(B(yo,72)) ^ (12V w _ r? n ^ . 
(2 3) TTTTBT TV - C2 — , V y0 G M , 0 < 71 < 72 < +00. 

Vol(fl(y0 ,7i)) ? 1 

Now suppose g ij(x,t) > 0 is the solution to the Ricci flow equation (1) 
in Assumption B. If we let 

(24) ds2t = g ij(x, t)dx i dx j + dw1dw1 + dw2dw2, on M X [0, T], 

then ds2 also satisfies the Ricci flow evolution equation on M: 

(^ds2 = - 2 • Ricci (ds t ) , on M X [0,T], 

ydsQ = ds2, on M. 

Thus (M, ds t ) on 0 < t < T satisfy the following assumption: 

A s s u m p t i o n C. Suppose M is a complete noncompact Kahler 
manifold of complex dimension n with its Kahler metric ge ij{x) > 0. 
Suppose 0 < 9 < 2, 0 < T, ko, 0 , C2, C3 < +00 are constants and 
g ij(x,t) > 0 is the smooth solution to the Ricci flow equation 

£t g ij(x,t) = -2R ij(x,t), o n M x [ 0 , T ] , 

g ij(x,0)=g ij(x), on M, 
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which satisfies the following assumptions: 

(27) (i) d i m c M = n > 3 , 

(28) (ii) 0 < -Ra-ßJj{x, 0) < k0, xe M, 

(29) (iii l C ( * V < VolB x ^ l < &2n 

x e M, 0 < 7i < 72 < +00, 

(30) (iv) Z R{x,0)dVo< C\.e -Vol (B 0 (x 0 , j ) ) , 
B0(x„) ( 7 + 1 ) " 

x0 e M, 0 < 7 < +00, 

(31) (v) sup jR ijkl(x,t)j2<e. 
Mx[0,T] 

Since ds2 in (24) are product metrics for all 0 < t < T, thus if we can 
prove that ds t satisfy inequality (16), then g ij(x,t) in (24) also satisfy 
inequality (16). Hence in summary, Theorem 6.1 can be deduced from 
the following theorem: 

T h e o r e m 6.2. Under Assumption C, there exists a constant 

C(n, ko, 9, C2, C3) such that 

(32) F(x,t) > -C(n,ko,9,C2,C3) • (t + 2)^, onMx[0,T], 

where 0 < C(n, ko, 9, C2, C3) < +00 depends only on n, ko, 9, C2 and C3, 
and is independent of 0 and T. 

In the remainder of this section, we always assume that Assumption 
C holds. 

Under Assumption C, since g ij(x,0) is a Kahler metric with non-
negative holomorphic bisectional curvature, from Theorem 5.3 it follows 
that for any t G [0, T], g ij(x, t) are also Kahler metrics with nonnegative 
holomorphic bisectional curvature. It is easy to see that (6), (7), (8), 
(10), (11), (12), (13), (14) and (15) are still true. Since R ij{x,t) > 0 on 
M X [0,T], using the volume comparison theorem in [5] we have 

(33) Vol(B t(x, 7)) < C4(n) • j2n, x e M, 0 < 7 < +00, 0 < t < T, 

where 0 < C ̂ {n) < +00 is a constant depending only on n. Combining 
(8) and (31) we get 

(34) 0 < R(x, t) < 4n2p@, on M x [0, T], 



154 WAN-XiONG s h i 

which together with (11) implies 

(35) 
d 

0 > jt F(x, t) > - 4 n 2 p , on M X [0, T]. 

Since F(x, 0) = 0, we thus have 

(36) 0 > F(x,t) > -4n2p@t, o n M x [ 0 , T ] . 

Combining (10) and (36) yields 

(37) dV0 > dV t > e -4n2pet dV0, o n M x [ 0 , T ] . 

To prove Theorem 6.2 we need to use the smooth exhaustion func­

tions constructed in x3. From Assumption C and (7) it follows that 

(38) R ij(x,0)>0, V x G M . 

Suppose x G M is a fixed point, and 1 < a < +oo is a constant to be 
determined later. Then from Theorem 3.5 we know that there exists a 
function tp(x) G C00(M) such that 

(39) 
1 + 1 + ^ x x 1 < 4(x) < C5 

j r ^ ( x ) j < C , V x £ M , 

j A 0 # x ) j < C , 

70(x,x0) 

where 0 < C$ < +oo is a constant depending only on n, ~(t{x,xo) is 
the distance between x and x with respect to ds2, r is the covariant 
derivatives with respect to dsQ, j j is the norm with respect to dsQ, and 
At is the Laplacian operator with respect to ds2. We now let 

(40) 

From (39) we have 

(41) 

<p[x) 
tp(x) G M. 

<p(x) G C ° ° ( M ) , 
M i T O J ^ f o i ] 
L a -I 

joj^foi 
ip(x) < e 

<e x) > e~C[1+ a 

jrV(x)j<^V(x), 

jAoV(x)j<C ^(x), 

G M , 

G M , 

G M , 

G M , 

where 0 < CQ < +oo is a constant depending only on n. 
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L e m m a 6.3. There exists a constant 0 < Cr(n) < +oo depending 
only on n such that 

(42) <p(x)dV0<C7(n)-Vol(B0(x0,a)). 
M 

Also there exists a constant 0 < Csin^O^C ^) < +oo depending only on 

n, 9 and C3 such that 

(43) Z R(x, 0)V{x)dVo < C • V o l ( B ( x , a)). 
M a 

Proof. Since (42) is a special case of (43) when R(x,0) = 1, 9 = 0 
and C3 = 1, we only need to prove (43). From (41) we have 

R(x,0)<p(x)dVo 
M 

<Z R x ) - e - [ 1 + 2 x x dV 
M 

= Z R(x,0)-e-^1+^x^ dV 
B0(x0,a) 

00 

+ X Z R(x10)-e-^+^^x'x°^dVo 
k=0 B0(x0,2k + 1a)\B0(x0,2k a) 

< Z R(x,0)dVo 
B0(x0,a) 

0 0 

+ X 2 R(x,0)dVo 
k=0 Boixok+^ a^Boixo^a) 

CO 

< Z R(x,0)dVo + X e"2k Z R(x,0)dVo, 
B0(x0,a) k=0 Bo(x0,2k+1a) 

which together with (30) of Assumption C implies 

C 
R(x, 0)tp(x)dVo <-——-g • Vol(B0(x0, a)) 

M (a+l) 
00 C 

k + X e"2 • ( 2 k + i a C + 1 ) e - V o l ^ B ( x , 2 ^ a ) ) 

C 
<— •Vol(Bo(x0,a)) 
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which together with (29) of Assumption C yields 

C 
R(x, 0)<p(x)dVo <—^ • Vol(Bo(x0, a)) 

M a 

(44) + E e " 2 f c - 7 k T a - ( 2 k + 1 ) 2 n - V o l ( B ( x 

C8(n,0,C3) 
< g Vol(B0(x0, a))• 

Thus (43) is true. q.e.d. 

From (37) it follows that 

(45) 0 < (f{x)dV t < <p(x)dV0, 0<t<T, 
M M 

which, together with (42), implies 

(46) 0 < <p(x)dV t < C7 • Vol(Bo(x0, a)) , 0 < t < T. 

M 

By (12) we get 

(47) = - <p(x)R(x,t)dV t, 0<t<T. 
M 

From (7) we know that 

(48) dt gap(x, t) = -2Raß-(x, t) < 0, on M x [0, T], 

(49) g a p(x , t )<g a p(x ,0 ) , o n M x [ 0 , T ] . 

Combining (10) and (49) gives 

R(x, t)dV t = R{x, t)e F{x't dV0 

= 2g^x,t)Ra-ß(x,t)-e F ^ dV0 

- detfg j(x, t)) 
(50) =2g<.li{x,tR x i t ) . — g x dVo 

< 2g" ' ( x , 0 ) R , j ( x , t)dV0, on M X [0, T], 
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where we have used (7). Substituting (50) into (47) yields 

(51) d_ 

dt M 
y{x)dV t > - 2 galJ(x,0)Ra-ß(x,t)^(x)dVo, 0<t<T. 

M 

By the definition (9) of F(x,t), we have 

d2F(x,t) 
(52) 

Thus 

(53) 

dza&zP aß 

A0F(x1t)=2g^(x10)Fx t-

Ra-g(x,0)-Ra-g(x,t). 

ïgaf\x, 0)Ra-j(x1 0) - 2ga\x, 0)Ra-j(x1t) 

R{x,0)-2ga^{x,0)R^x,t), 

(54) -2gal'{xl 0)Ra-p(x, t) = -R(x, 0) + A0F(x, t). 

Combining (51) and (54), and using Lemma 6.3 we obtain 

d 
— y(x)dV t>- R(x,0)y(x)dVo 
0t M M 

(55) + (p(x)A0F(x,t)-dV0 
M 

>--jVol(B0(x0,a)) + Z V(x)A0F(x,t)-dV0, 
a M 

0 t T . 

L e m m a 6.4. For any t G [0,T] we always have 

(56) tp(x)A0F(x,t)-dV0= F(x,t)A0y(x)-dV0. 
M M 

Proof. By Assumption C and Lemma 2.3 we know that for any 
integers m > 0, we have 

(57) sup j r m R ijkl(x,t)j2 <C(n,m) 
xeM m 

which implies 

(58) sup jVti?(x t ) j 2 < C ( n ) 
xeM 

e 3 
— + 62 
t 

„ T i I 1 

+ e-+1 , 0 < t < T, 

, 0 < t < T, 
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where Vt denote the covariant derivatives with respect to ds t . (58) can 
be written as 

(59) g i j ( x t ) R x t . R x t > < C ( n ) 
dx i dx j 

e * 
— + 6 2 
t 

, o n M x [ 0 , T ] . 

From (49) it follows that g ij{x,0) < g ij{x,t) on M x [0,T], so that , in 
consequence of (59), 

g ij (x i 0 )aRx t . a R x t < C ( n ) 
dx i dx j 

e s 
— + 6 2 
t 

(60) sup \rR(x,t)\l< C{n) 
xeM 

e ^3 
— + 6 2 

on M x [0,T], 

0 < t < T. 

On the other hand, from (11) we know that 

(61) d_ 

dt 
r i F(x,t) = r i F(x,t) r i R(x,t), 

which together with (14) and (60) implies 

\rF(x,t)\0 < / \rR(x,s)\0ds 
o 

(62) < / p C(n) 
o 

6 3 
— + 6 2 
s 

ds 

<C(n) @t + 6 ? t V x e M, 0<t<T. 

Combining (33), (36), (41) and (62) shows that for any fixed t G [0,T] 
we can integrate by part: 

<p(x)A0F(x,t)-dV0 = (P(x)-g i j ( x , 0 ) r i r j F(x,t)-dVo 

M M 

g i j ( x , 0 ) - r i x)-e j F(x,t)-dVo 

M 

M 

M 

F(x,t)-g i j ( x ,0 )e j e i x)-dVo 

F(x,t)Ao<p(x)-dVo. 

Thus the Lemma is true. q.e.d. 
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Combining (55) and Lemma 6.4 yields 

ß C 
— <p(x)dV t> jVol(Bo(x0,a)) 
ut M a 

(63) + Z F(x, t)A0<p(x) -dVo, 0 < t < T, 
M 

which together with (15) and (41) implies 

| - Z ^x)dV t>-^ C Vol(B0(x0la)) 
at M a 

(64) +C- Z F(x,t)<p(x)dVo, V<t<T, 
a M 

ß C 
~«7 Z (p(x)dV t<^Vol(Bo(x0,a)) 

ut M a 

(65) C Z F(x,t)<p(x)dV0, 0<t<T. 

a M 

Integrating (65) from 0 to t gives 

(p(x)dVo - ip(x)dV t 
M M 

C t C Z t Z 
(66) <—— Vol(B0(x0, a)) F(x,s)(p(x)dVods. 

a a o M 

Since dV t = e F^x,t>dVo1 from (66) it follows that 

[1 _ e F^]<p(x)dV0 <Ct Vol(B0(x0l a)) 
M a 

Ce t 
a2 Jo 

F(x,s)<p(x)dVods 
M 

0<t<T. 

(67) 

By (13) and (14) we obtain 

(68) 0>F(x,s)>F(x,t), V x e M, 0<s<t<T. 
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Combining (67) and (68) yields 

[1 _ e F^t]ip(x)dV0 

M 
C t 

(69) 

-^-Vol(B0(x0,a)) 

a C t 
~Y F(x,t)(p(x)dVods 
a o M 

Ct 
Vol(B0(x0,a)) 

Ct 
F{x,t)<p{x)dV0, 0<t<T. 

M 

Now we define 

(70) 

Using (14), (36) and (68) we have 

F min(t) = inf F{x,t), 0<t<T. 
xEM 

(71) 

' F min(0) = 0, 

0 > F min(t) > -4n2p t, 0 < t < T, 

^ F min(s)>F min(t), 0<s<t<T. 

Combining (15) and Lemma 6.3 we get 

(72) 

F(x,t)<p(x)dV0>F min(t) <p(x)dV0 
M M 

>C7F min(t)-Vol(B0(x0,a)), 

0 t T . 

Substituting (72) into (69) yields 

[1 - e F^t]ip(x)dV0 
M 

(73) < — -Vol (B 0 (x 0 ,a ) ) —F min(t) •Vol(B0(x0,a)) 

a" a 

It is easy to see that 

Cgt CQC'Jt 
2 F min tJ 

(74) 1 e F 
F 

•Vol(B0(x0,a)), 0<t<T. 

for 0 > F > - 1 , 
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which implies 

(75) 

[1 _ e F^]tp(x)dVo = / (1 - e F)<p(x)dV0 
M {F>-1} 

+ (l-e F)^(x)dVo 
{F<-1} 

F(x,t)Lp(x)dV0 

{F>-1} 

+ \ <p{x)dV0. 
1 {F<-1} 

Since every term on the right-hand side of (75) is nonnegative, we have 

(76) 

(77) 

F(x,t)<p(x)dV0 < 2 [1 - e F^x^](p(x)dV0, 
{F>-1} M 

<p{x)dV0 < 2 [1 - e F{-x^]<p{x)dV0, 
{ F < - I } M 

(78) 

F(x,t)<p(x)dV0<-F min(t) <p(x)dV0 
{F<-1} {F<-1} 

<-2F min(t) [1 - e Fxt]<p(x)dV0. 
M 

Combining (76) and (78) we get 

F(x,t)(p(x)dV0 
M 

(79) < 2[1 - F min(t)] [1 - e F^]tp(x)dV0, 
M 

hich together with (73) implies 

F(x,t)(p(x)dV0 
M 

(80) < 2[1 - F min(t)] 5 9 F minitJ 
a" az 

•Vol(B0(x0,a)), 

0<t<T. 
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On the other hand, from (36) and (41) it follows that 

F(x,t)(p(x)dV0 

F(x,t)Lp(x)dV0 

M 

(81) 

B0(x0,a) 

> - Z F(x,t)e-C^1+a°(x>x°KdV0 
B0(x0,a) 

>- Z F(x,t)e-C^1+a dVo 
B0(x0,a) 

e 
-2C6 F(x,t)dV0. 

B0{x0,a) 

Combining (80) and (81) yields 

L e m m a 6.5. For any fixed point x G M and constant 1 < a < +oo, 
we have 

B0(x0,a) 
F(x, t)dV0 <2e2^[l - F min(t)] 

(82) â ô F minyt) 
au az 

Vol(B0(x0,a)), 

0<t<T. 

The next step is to estimate F min(t) in terms of F(x1t)dVo. 
B0(x0,a) 

To do this we need to use the Green's function on M. Suppose Go(x, y) 
is the Green's function on M with respect to the metric g ij(x, 0): 

G0(x,y) > 0, 

(83) < x, y G M, 

,A 0 Go(x,y) = -Sx(y), 

where Sx(y) denotes the Delta function. 

L e m m a 6.6. There exist constants 0 < CQ,C\O,C\I < +oo depend­
ing only on n and C ì such that for V x,y G M, 

(84) 

CM^y) 2 <Go0x>y)< CwM^y)2 

Vol(B0(x, jo(x, y))) 

(85) \e G0(x,y)\o< 

Vol(B0(x,j0(x,y))) 

Cnlo(x,y) 
Vol(B0(x, j0(x, y))) 
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Proof. Using the result of P. Li and S.T. Yau [30], we know that 
there exist two constants 0 < C12, C13 < +00 depending only on n such 
that 

Z + c o dt 
Cl2 / UB (p\~\ - G°(x>yi 

ha{x,y)2 Vol(B0(x,t)) 

(86) < C13 Z , 
io(x,y)2 V o l ( B ( x , t)) 

V x,y G M. 

By (29) in Assumption C we obtain 

Ct2 4 Vol (B(x ,7o(x ,y ) ) ) < Vol{B0{x,p t)) 
lo(x,y) 

(87) 
t n 

- —1 n Vol(Bo(x,Jo(x,y))), fort > ~fo(x,y)2, 

which, together with (86) implies that (84) is true. Thus (85) follows 
from the S.Y. Cheng and S.T. Yau [12] gradient estimate for harmonic 
functions. q.e.d. 

Now we fix a point x G M. For any constant a > 0 we define 

(88) Qa = {yeM\Go(x0,y)>a}. 

Since (29) in Assumption C implies 

C 2 7
4 • Vol(B0(x, 1)) < Vol(B0(x, 7)) < l2n • Vol{B0{x, 1)), 

(89) V x e M, 1 < 7 < +00; 

thus by (84) we know that Go(x, y) satisfies 

M^y)2n~2-Vol(BoOM)) -G o { x l y ) 

(90) < Cw 

7 o ( x , y ) 2 - C 2 V o l ( B ( x , l ) ) 

V x, y G M, 7o(x,y) > 1. 
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From (90) it follows that Go(x, y) do exist and decay to zero as 70(x, y) —> 
+00. Thus for any constant a > 0, Qa C M is a compact subset of M 
and 

(91) dna = {yeM\G0(x0,y) = a}. 

Since Go(xo, y) — a = 0 on 9f2„, by (83) it is easy to see that for any 
function U(y) G C2(QaZ we have 

U{x)= [a-Go(x0,y)]A(U(y)dVo(y) 

(92) - Z U(y)^G x y - d a ( y ) , 
rJQa

 ÖV 

where v denotes the outer unit normal vectors of dQa, da(y) denotes 
the volume element of dQa at y with respect to the metric g ij(x, 0). 

For any fixed t G [0,T], let U{y) = F(y,t). Then from (92) we get 

F(x0,t)= Z [a - G0(x0,y)]A0F(y,t)dV0(y) 

(93) - Z F{y,t)d-G x y l d a { y ) . 
düa

 ÖV 

L e m m a 6.7. We have 

(94) A0F(y, t) < R(y, 0), V y G M, 0 < t < T. 

Proof. The use of (7) yields 

(95) gaTj{x, 0)Ro^{x, t) > 0, on M x [0, T], 

which together with (53) implies the lemma. q.e.d. 

By the definition of Çla we have 

(96) a-Go(xo,y)<0, V y G Üa; 

thus from Lemma 6.7 and the facts that R(y, 0) > 0 and a > 0, 

[a - G0(x0, y)]A0F(y, t) >[a - G0(x0, y)]R(y, 0) 

(97) >-Go(xo,y)R(y,0),y yena. 
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Substituting (97) into (93) gives 

F(x0, t)>- G0(x0, y)R(y, 0)dVo(y) 

(98) - Z F ^ G x y ) ^ ) . 
rJQa

 ÖV 

On the other hand, from (89) it follows that 

- ^ 
7 2 " - 2 .Vol(B x l ) ) - V o l ( B ( x , 7 ) ) 

(99) <-
C2li-Vol(B0(x0ll)y 

for 1 < 7 < +00. 

Now we assume that a satisfies 

(100) 0 < a < 
Vol(B0(x0,l)) 

Then from (99) we know that there exists a number 7 (a ) > 1 such that 

7 ( a ) 2 

( 1 0 1 ) Vol(B0(x0,1(a)))=a-

For any y G dQa, from (91) it follows that Go(xo,y) = a. Thus com­
bining (84) and (101) we get: for V y G dQa, 

C9jo(x0ly)2 7 ( a ) 2 

Vol(B0(x0, 7 o ( x , y))) V o l ( B ( x , 7 ( " ) ) ) 

Cwy0{x0,y)2 

(102) < 

C io(xo,y)2 

9 ^ " T T ; — 

Vol(B0(x0,j0(x0,y))) 

lo(x0ly)2 Vol(B0(x0ly0(x0ly))) 

(103) <C 

7 ( a ) 2 - Vol(B0(x0,j(a))) 

io(xo,y)2 

1 0 - 7 ( a ) 2 

which together with (29) in Assumption C implies 

(104) C12l(a) < l0(x0, y) < C13l(a), V y G düa, 

where 0 < Ci2,Ci3 < +00 are constants depending only on n and C2. 
Thus 

(105) B0(x0,C12y{a)) C ! Î „ C B0(x0,C13j{a)). 
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Combining (85), (102) and (104) yields 

C I 4 T ( " ) (106) 

(107) 

\e G0(x0,y)\o < 
V o l ( B ( x , 7 ( a ) ) ) 

dG0(x0,y) 

di 
C I 4 T ( " ) 

Vol(B0(x0,7(a))y 

y ye dna, 

v y e dnc 

where 0 < C14 < +00 is a constant depending only on n and C2, and v 
is the outer unit normal vector of dQa. 

Since F(y,t) < 0 on M X [0,T], we have, in consequence of (107), 

:i08) 

d£la 

F{y,t)
a-G x yl My, 

C I 4 T ( " ) F(y,t)da(y). 
Vo l (B0(x0 , j (a))) JdÇÎQ 

Since Go(xo,y) > 0, R(y,0) > 0, from (105) it follows that 

Go(xo,y)R(y,0)dVo(y) 

< Z Go(xo,y)R(y,0)dVo(y) 
Bo(xo,Cls^(a)) 

(109) 

Go(xo,y)R(y,0)dVo(y) 
B0(x0,l) 

+ X Go(xo,y)R(y,0)dVo(y), 
k^[ B0(x0,2*)\B0(x0,2*-i) 

where 

(110) s = 1 + max 

By (28) in Assumption C we get 

log(Ci37(a)) 
, 0 

(111) 

Thus 

(112) 

log 2 

0 < R(y,0) < 4n2k0, V y e M 

Go(xo,y)R(y,0)dVo(y) 
B0(x0,l) 

< 4n2k0 

B0(x0,l) 
G0(x0,y)dV0(y). 



r i c c i f l o w 167 

Combining (29) of Assumption C, (84) and (112) we get 

Go(xo,y)R(y,0)dVo(y) 

^ A 2 Cw~fo(xo,y)2
 r , s 

<4n k0 dV0(y) 

Bo(x0,l) 

Bo(xo,i) Vol(B0(x0ly0(x0ly))) 

4n2koCwJ2 Mx,yydVo(y) 
k=jB0(x,kT)\B0(x,Jk)Vol(B0(x0,l0(x0,y))) 

(113) 
oo (V\2k-2 

kri-JB0(x ,kT)\B0(x ,k)Vol{B0{x0 ,k)) 

< An k0Cw 2_^ 
2 J Vol(Box k)) 

<x> , _. x 2 k - 2 

< 4 n 2 k C 1 0 J ] ( - ) - 2 2 n < C 1 5 , 
i—1 k=i 

where 0 < C15 < +00 is a constant depending only on n, ko and Cì- On 
the other hand, from (84) it follows that 

Go{x0,y)R{y,V)dVo{y) 
B0(x0,2k)\B0(x0,2k-1) 

<Z mT'x"y"' m R y d V ( y ) 
B0(x,2k)\B0(x,2k-^ Vol(Bo{xo, 7 o ( x , y))) 

(114) 

B0(x,2k)\B0(x,2Z Vol(Bo(x,2k !)) 

V o l ( B ( x , 2 k 1)) B0(x,2k) 

which together with (29) and (30) of Assumption C yields 

Go(xo,y)R(y,0)dVo(y) 
Bo(xo,2k)\Bo(x0,2k-1) 

:n5) 

^ V o l ( B x - i ) ) - ( C V o l B x 2 k » 
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Combining (109), (113) and (115) we get 

Go(xo,y)R(y,0)dVo(y) 

s 

(116) < Ci5 + J2 22n C3C10(2k)2-0 < C16(2 

where 0 < C\e < +oo is a constant depending only on n, ko,9,C2 and 
C3. Combining (110) and (116) implies 

(117) G0(x0,y)R(y,0)dV0(y)<C17j(a 2-e 

where 0 < C\7 < +00 is a constant depending only on n,ko,0,C2 and 
C3. Combining (98), (108) and (117) yields 

F(x0,t) >-C17l(a) 2-e 

(118) + C f ( Q l , , , / F(y,t)dcr(y). 
Vol(B0(x0,j(a))) Jdüa 

Suppose a > 0 satisfies (100). Then for any ß G [^,a] , from (118) it 
follows that 

F(x0,t)>-C17j(ß) 2-e 

:H9) +uB1V{ß\«\\\ I Fytd°{y), 
Vol{B0{x0,i{ß))) Jdüß 

- < ß < a. 
2 - ' -

By the definition of j(ß) in (101), 

7(«)2 . 7(/3)2 

2-Vol(B x 7 ( « ) ) ) -Vol (B(x ,7( /3) ) ) 

(120) <—ol, ' ; 7 , , „ , -<ß<a, 

7(/3)2 V o l B x . T ^ ) ) ) < 0 7 ( / 3 ) 2 « < * < „ 
7(a)2 - V o l ( B ( x , 7 ( « ) ) ) - 7(«) 2 ' 2 " P " ' 

which together with (29) of Assumption C implies 

a 
(121) Ci87(a) < 7(/3) < Ci97(a), - < /3 < a, 
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where 0 < C g , C i 9 < +00 are constants depending only on n and C 2 . 
Combining (119), (120) and (121) gives 

(122) 

F(x0,t)>-C2o7(a)2-e 

C 2 O T ( " ) 
+ Vol(Bo(x0,j(a))) Jm 

F(y,t)da(y), 

a < ß < a, 

where 0 < C20 < +00 is a constant depending only on n , k , # , C 2 and 
C3. Integrating (122) from ^ to a, we obtain 

(123) 

F(x0,t)=- / F(x0,t)dß 
a s. 

2-0 > - C20~f(ay 

C2OT(") 
+ Vol(Bo(x0,j(a))) asJaa 

F(y,t)da(y)dß. 

For any y G d£lß, if we use v to denote the outer unit normal vectors of 
d£lß, then 

(124) 
= dG0(x0,y) d 

dv 

Combining (107), (120), (121) and (124) we know that 

da(y)dß = —-— da (y) dp 
dv 

dG0(x0,y) 

(125) 

dv 

ClAliß) 
Vol(B0(x0,7(ß))) 

C21j(a) 

da(y)\dv\ = 

dV0(y) 

dG0(x0,y) 

di 
dVo(y) 

a / B / / ^T dV0(y), yedQß,-<ß<a, 
Vol(B0(x0,y(a))) H 2 

where 0 < C21 < +00 is a constant depending only on n and C 2 . Since 
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F{y,t) < 0 on M X [0,T], from (105) and (125) it follows that 

F(y1t)da(y)dß 
f dSlp 

> (C B x { a \ ^ Z FGy,tdV(y) 
V o l ( ß 0 ( o , 7 ( « ) ) ) Z î a \ î î a 

V o l ( B ( x , 7 ( « ) ) ) J si a. 
2 

> v , C f ( a l ^ Z F(y,t)dVo(y). 

Combining (101) and (126) we obtain 

2 
F(y,t)da(y)dß 

" f düß 

(127) >^r\ Z F(y,t)dV0(y), 
7 ( " ) Bo(x,Ci37(#)) 

w hich together with (123) implies 

F(x0,t) > - C 2 o 7 ( a ) 2-e 

(128) +VoüB x C 1 r ^ B F{y,t)dV{y). 

Given number a such that 

(129) a > l + ( r C + l i C 1 3 , 

we let 

(130) a = 2 
2 1 

a 1 
C 1 3 V o l ( B 0 x C ) ) 

From (29) of Assumption C it follows that 

0 < a <—— 

: i3D < 

C 2 a V o l ( B ( x , l ) ) 
1 

V o l ( B ( x , l ) ) 
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thus a satisfies (100). Combining (101) and (130) shows that j(^) can 
be chosen as 

(132) j(-) = - ^ . 
£ C 3 

Now (128) implies 

F(x0,t) > - C 2 o 7 ( a ) 2-6 

(133) +ulC(°C2\ ^ F(y,t)dV0(y). 
Vol(B0(x0,j(a))) Bo(x0,a) 

By (121) we get 

01 

(134) C i 8 7 ( a ) < 7 ( - ) < C i 9 7 ( a ) , 

which together with (132) yields 

(135) -^-r- < 7(a) < - a - . 
C 3 C 9 C 3 C 8 

Combining (29) of Assumption C and (135) we have 

n o R \ C / V o l ( B ( x , 7 ( Q ' ) ) ) ^ 
(136) 22 < Vo w B , y— < C23, 

where 0 < C22,C23 < + ° ° are constants depending only on n and Cì-
Combining (133), (135) and (136) shows that the following lemma is 
true: 

L e m m a 6.8. For any fixed point x G M and number a which 
satisfies (129), we have 

F(x0,t) >-C24a
2~e 

(137) +TFTTWT ïïZ F{y,t)dV0{y), 
Vol(B0(x0, a)) Bo(x,a) 

0<t<T, 

where 0 < C24 < +00 is a constant depending only on n,ko,9,C2 and 

C3. 

For any fixed t G [0,T], we choose a point x G M such that 
F(xQ,t) < ^F min(t) < 0. Suppose the number a satisfies (129). Then 
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from Lemma 6.5 and Lemma 6.8 it follows that 

2-0 F min(t) >2F(x0,t) > - 2 C 2 4 a 

+ UB C 4 ^ Z F(y,t)dV0(y) 
Vol(B0(x0,a)) Bo(x0,a) 

;i38) > - 2C24a
2-e - 4C24e2C6 [1 - F min(t)] 

C t CQCft 

a9 a? 
"F min tJ , 0 < t < T. 

Now we let 

a = i + r + i C i 3 

(139) + 4 e c p C«C7C24(t + 2)i[l - F min(t)]i 

Then a satisfies (129). Substituting (139) into (138), gives 

F min(t) > - C25(t + 2 ) ^ [ 1 - F m i n ( t ) ] ^ 

(140) +^F min(t), 0<t<T, 

where 0 < C25 < +00 is a constant depending only on n , k , # , C 2 and 
C3. From (140) we get 

(141) 

1 - F min(t) <(l + ^ C 2 5 ) (t + 2 ) 2 f 2 [ l - F min(t)]2-^, 

0<t<T, 

(142) 

1 - F min(t) <(i + ^ C 2 5 ) e (t + 2) V , 0 < t < T. 

Thus 

(143) F min(t) > -C26(t + 2)^, 0<t<T, 

where 0 < C2% < +00 is a constant depending only on n , k , # , C 2 and 
C3. Combining (70) and (143) yields 

(144) F(x,t) > - C 2 6 ( t + 2 ) ^ , on M x [0,T]. 
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Thus the proof of Theorem 6.2 is completed. Since the constant C2 in 
(23) depends only on n, as we already mentioned, Theorem 6.1 now 
follows from Theorem 6.2. 

Remark . If the constant 9 = 2 in Assumption B, then the corre­
sponding statement of Theorem 6.1 is 

(145) F(x,t) > -C(n,k0,C\) •log(t + 2), o n M x [ 0 , T ] , 

where 0 < C(n, ko, C\) < +00 is a constant depending only on n, ko and 
C\, and is independent of ©o and T. The proof of (145) is the same 
as the proof of Theorem 6.1. Under the assumptions of Theorem 1.1, 
(145) was proved by the author of this paper in [43] in 1990. 

Corollary 6.9. Under Assumption B, there exists a constant 0 < 
C27 < + ° ° depending only on n, ko, 9 and C\ such that 

(146) gap(x,0) > ga-ß{x,t) > e - C ( t + 2 ) V . ^ _ ( x ) , 

on M X [0,T], 

(147) dsl > ds2t > e -C7( t+2)— . ds2^ o<t<T. 

Proof. Under Assumption B, from Theorem 6.1 we know that there 
exists a constant 0 < C27 < +00 depending only on n, ko, 9 and C\ such 
that 

(148) F(x,t) > -C27(t + 2)^, o n M x [ 0 , T ] . 

Combining (9) and (148) we have 

2-e 
e detfg -s(x, t)) C , „Ni 

(149) e t g a ß ) ' > e - ^ ^ 2 ) e , on M X [0,T], 

which together with (49) implies (146) and (147). q.e.d. 

7. Long t i m e ex i s t ence 

In this section, we are going to prove the long time existence for the 
solution to the Ricci flow equation 

9_ 

g ij{x,0) =g ij(x), x e M 

,„,-. Qt i j \ x l t) — 2R ij\x,t) 
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under the following assumption: 

A s s u m p t i o n D . (M,eg ij(x)) is a complex n-dimensional complete 
noncompact Kahler manifold which satisfies 

(2) (i) O<-Ra-0(x,O)<ko, xeM, 

(3) (ii) Z R(x,0)dVo< C •Vol(B0(x0ll))1 

B0(x0,>y) ( 7 + 1 ) " 
x0 e M, 0 < 7 < +00, 

where 0 < 9 < 2 and 0 < ko, C\ < +oo are constants. 

Under Assumption D, from Theorem 2.4 we know that the Ricci 
flow equation (1) has a smooth solution g ij(x,t) > 0 for a short time: 

(4) 0 < t < K ' 
k0 

and satisfies the following estimates: 

(5) sup |Vm R ( x t ) | 2 < C{nm]'k^ ° ^ ^ m * °. 

where 0 < 9o(n) < +oo is a constant depending only on n, 0 < 
C(n, m) < +00 are constants depending only on n and m. Thus we 
have 

L e m m a 7.1 . Under Assumption D, there exists a constant 0 < T < 
+00 such that the following Assumption E holds on M X [0,T]. 

A s s u m p t i o n E. Suppose (M,eg ij(x)) is a complex n-dimensional 
complete noncompact Kahler manifold, and g ij(x,t) > 0 is a smooth 
solution to the Ricci flow equation (1) on M X [0,T] such that 

(6) (i) Z < - R a ^ 0 ( x , O ) < k o , xeM, 

(7) (ii) B R(x,0)dVo< C - V o l B x T ) ) , 

x0 e M, 0 < 7 < +00, 
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(8) (iii) - n < T < +oc, 
k 

(9) (iv) supjVm R ijkl(x,t)j2<Cnm k , 

90(n) 
0 < t < - r - ^ , m > 0, 

k0 

(10) (v) sup jR i jkl(x , t ) j 2<@, 
Mx[0,T] 

where 0 < 0 < +00 is a constant, and the other constants in (6), (7), 
(8) and (9) are defined by (2), (3), (4) and (5). 

L e m m a 7.2. Under Assumption E, g ij(x,t) are Kahler metrics for 
any t G [0,T] and satisfy the following estimates: 

(11) -Ra-ß-ß{x,t)>ü, o n M x [ 0 , T ] , 

(12) F(x,t) > - C 2 ( t + 2 ) V , onMx[0,T], 

(13) ga-ß(x,0) > ga-ß{x,t) > e - ^ ( t + 2 ) V • ga-ß(x,0), 

on M X [0,T], 

where 0 < C2 < +00 is a constant depending only on n, ko, 9 and C\. 

Proof. Since Assumption E implies Assumption B in §6, by Theorem 
5.3, g ij(x,t) are Kahler metrics for any t G [0,T], by (6) of §6, (11) is 
true, by Theorem 6.1 and Corollary 6.9, (12) and (13) are true. q.e.d. 

To prove the long time existence for the solution to the Ricci flow 
equation (1) we have to establish some prior estimates of g ij(x,t) on 
M X [0,T] under Assumption E. More precisely, we are going to es­
t imate the derivatives of g ij(x,t) only in terms of n,ko,9,C\ and t. 
Especially they are independent of 0 . Since the Ricci flow equation (1) 
is the parabolic version of the complex Monge-Ampere equation on the 
Kahler manifolds, we know that inequality (13) is the parabolic ver­
sion of the corresponding second order estimate for the Monge-Ampere 
equation. The derivative estimate for g ij(x,t) is the parabolic version 
of the corresponding third order estimate for the Monge-Ampere equa­
tion. The third order estimate for the Monge-Ampere equation was 
developed by E. Calabi in [8] and later used by S.T. Yau in [48]. In 
this section we want to establish the parabolic version of the third order 
estimate for the Monge-Ampere equation. 
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At the beginning we let 

(14) TO 

We use r = r ° to denote the covariant derivatives with respect to the 
metric ds2 , and b = ATo to denote the Laplacian operator with respect 
to the metric ds2.. From (9) we get 

(15) sup jr m R ijkl{x,T0)j2 < C{n,m)k m+2, m > 0, 
xeM 

where 0 < C(n, m) < +oo are constants depending only on n and m. 
We also denote 

(16) 

(17) 

Thus 

gb ij(x) = g ij(x,T0), x e M, 

R ijkl{x) = R ijkl{x, T0), x e M. 

d d2 

-ft g a - ß x i t ) = - 2RajÀx^ t ) = 2
dzadzß l o g d e t ( g ï ( x . t ) ) 

d2 det(g-s(x,t)) 
=2 Ô log -—;—— — — 2R -ä(x, Tn) 

b b detfg j(x, t)) 

=2ra[g^x, t)r g ( x , t)] - 2Ra^(x, r0) 

=2g r a b Ä + 2rag* • b ^ - 2R-ß. 

On the other hand, since ga-7j(x,t) are Kahler metrics on M for any 
t G [0, T] by Lemma 7.2, we have 

:i8) 

(19) 

b ag- — b ßga-, 

r g ß - — b - ^ / j - , 

on M X [0,T]. 

Suppose we choose a coordinate system such that g -g = 8aß at one 
point. We have the interchange formulas of the covariant derivatives: 
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Suppose {Vag and {Vg are any covectors of (1, 0) type and (0,1) type 
respectively. Then 

(20) 

r a b ß V y = bßb a Vy , 

rarßv-=rßraV1 

r a r V- = r r a V - - Ra-js-Vj. 

Using (19) and (20) we get 

r a r g / s = r a rsg f 

(2 1) = rr<y-gfß- + Rahlgß ~ Rai(ßgi 

= r ^ r g a ^ + Ra^g^ß - Ra-$(ßgfi-, 

(22) r rga -ß = r rga -ß + R brs(ßgaj - Rrsoigii-
Since Ra-$ j = R^SaJi from (21) and (22) it follows that 

(23) r a b Ä = r r g a p + R b t ß - g a t - R a g V 

Combining (21) and (23) implies 

2 r « r g I = r r ^ gaß + r r g a ß 

(24) + R b/8a(gß + R~,8(ßga( 2-b-5 ß&gV 

where we have also used the curvature property that Rajfâ = Ra~ßf$-
On the other hand, it is easy to see that 

(25) r a g * = -g^g<~8raga. 

Substituting (24) and (25) into (18) gives 

d 

(26) 

g-t ga-ß = g l S ^ r g a J j + g r ^ r g a - ß + g^g&R b 

+ g^gaiR^-ß - 2R g g | 

- 2g-Xgraga • r g ^ s - 2R aß' 

Since by (121) of §5, R b g^g ^j = Ra-ßg$ = ~Ra^ where Raj3 denotes 
the Ricci curvature of g -g, by (26) we get 

d 
g-t gaß =g(<^ b(9aTj + g« b* b-cga-ß + g^gfßR^i 

(27) + ggaiRa-nCß - W ^ b ^ • r g ^ 
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Since ga@g -s = 8a~n wehave 

V aß ag ~iß & 

which together with (27) yields 

(28) - g ° g g g W - g g g g ^ ^ 
+ 2ga~5g^g^grga • r g ^ . 

On the other hand, by (25) we get 

r r g ß = - r ( g a 5 g ^ r g (\g g r g ^s) 

g ^ g r r g j - g r g a l • r g ^ 

g^V^-%g^ 
iß Oc6 w8_ _ _ 

7<5 g a S g r r g ^ + g^jgaeg w8rcg w-e • r g 

(29) - g a g g r < r g = grcV7Vcg
aTj 

crg fS - g r c 

g/l g a V w c r g ^ - r g 

Similarly, 

g^glPgrrg^ 

wS£C - - _ 
7<5 

7<5* 

(30) = g c r r g ^ - g g a w f g ( r g j • r g 

g " V w V v w - r g 
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Substituting (29) and (30) into (28), we have 

d _gaß =gC(b_b ^ gaß + g«bcb_gaß 

(31) - g a V w b ^ ê - b ? g 

dt 
aS7Ôwß((_ _ _ 

71$ 

71$ 

71$ 

- g g g g ? b ^ 7 • b g Î 

+ 2ga~5g^g^g^b ga • b g^ 

— g g bg.-ßfi — g g Rafj"i~-

Combining (19) and (31) implies 

aS wß 7Ô XC (32) - 2 g g g g b g . b w 

ga8gRwS - glßg^R,-r, 

For any two tensors A and B, let A*B denote the linear combination 
of the tensor product of A and B. Let bg,bg~1, Rm, g, g~l and Rm denote 

gb-ß,gbß,R ijkl,g0-ß,gaß and R ijkl respectively d Let 

g2 =g*g, g3 = g*g*g,---, 

(33) g~2 =g~l * g~\ g~3 = g~l * g~l * g _ 1 , 

Since R j = g R ikjl the Ricci curvature can be denoted as g~x * R m . 
Thus (27) can be written as 

Yt gaß =gC<^ b (gaTj + gC(b(b gaTj 

(34) - 2g^g^bag(i • b g + g~l * g * g~l * Rm. 
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Differentiating both sides of (34) yields 

^rgap =b7 (J-t gap) = r \ g r r g a p + gr ^ gaß 

- ig^g^Vagg • b ^ r , + g~l * g * gbl * Rm] 

=g r ^lri9al3 + g r r r g + b7</« • r r g a ] g 

(35) + b 7</« • r r g a J j - 2gaIgraga • r r g 

- 2g<*g<*b-pgarj • b 7 b „ g C ? 

- 2gai • r g<* • r a g a • b ^ 

- 2g<* • r g^ • r a g a • bpgvrj 

+ b 7 [ g - 1 * g * g - 1 * Rm] , 

Using formulas (20) we obtain 

%V-cbt9a-ß =rrrga-ß + R bK(erega-ß 

(36) + R b c r g e ß - R brt6frga-e 

= r ^ r r g a ^ + Rm * g~l * r g 

= r ^ r ^ r g + Rm * bg_1 * r g , 

r r r g = r r r g 

= b c [ r r g a ? + R baggep - R begaeì 

(37) = b c [ r ̂  r g + g * b g 1 * d ] 

= r ^ r ^ r g + Rm^gb1 *rg 

+ g * gb1 * r R m d 

which together with (35) yields 

g« r r r g a/J + g r r r g a ? 

(38) =g« b?b« b 7 5 a ? + g« r ^ r r g a F 

+ g _ 1 * R m * gb 1 * r g + g~l * g * bg~l * r R m . 
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From (25) it follows that 

(39) 

= -g^g wCb g w7 • b ? b g - / w C b 7 w ? • b* b g . 

Substituting (38) and (39) into (35) implies 

^ b ga-ß =g b c b b ga-ß + g^b ^ b ga-ß 

- gfeg wXblg w-e • b b i g a - ß - gfeg wXb,g w-e • b c b g 

- 2g<*g<*baga • b 7 b g y - 2g^g^b g • b 7 b „ g C ? 

(40) + 2g°tgtSg w«b g wll • b a g ( ï • b g 

+ 2g wtg°ög<*b g wg • b a g ( ì • b ga-q 

+ g~l * Rm * gb l * b g 

+ g~l * g * bg_1 * b d m + b 7 ( g _ 1 * g * bg~l * Rm). 

We now define a function (p(x,t) on M X [0,T]: 

(41) ¥>(x, t) = g a g g ~ b 7 g • b - g ^ > 0. 

Then 

^ =2 Re{g g g ~ b - g • | b 7 g g 

a / i 

+ 2 Re % - ' g " " b goß • bÄg 
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which together with (32) and (40) implies 

^ =2 R e { g W b r f b j b £ b l J a ? 

- g r g ̂  ^-e • r r g - g^g ^ r g ^ • r r g 

- 2 g < g r a g c ? • r r g y - 2g g " r g • b 7 b a g c ? 

(42) + 2ggg w^%g wg • r a g ( i • %ga-q 

+ 2g&g°llg wtr g wg • r a g ( i • r ga-q 

+ g _ 1 * Rm * g _ 1 * r g + g~l * g * gb1 * r R m 

+ b7(g d g*bg~1 *Rm)] | 

+ 2 Re{g g ~ r g • V-g d grcV^ r g ^ + g« b*b?</a* 

- 2 ^ V V V r w • b ^ + g-2 * bg" ! * Rm]} 

+ ga7Igrgaß • r g i / Ï ï • [ / r V ^ ~ + g« r r g d 

- 2 g ^ V W ? b wj • b ^ + g 2 * gb! * Rm]. 
If we choose a coordinate system such that at one point 

* i 

(43) 

then 

b g - ß - S a ß , (ga-ß) 

n 

Kx 

(44) ï«/3 5«/3, (g 
aß 

A"1 

(45) ^ ( x t ) = X 
aißil 

A«A,3A7 

An1 
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By (42) we get 

^ =2 Rejg g g ' b - g g b b b g + g « b f b?b7ga/j]} 

+ 2 Re {g^g^b gap • b-^ Ï Ï [g b ?b g + gfcbcb g^]} 

+ ga7Ig^b gaß • b g • [g b b g ~ + gfcb(b g^] 

+ 2 Re{-^-i -^-b-g • b ga • b?b g 

(46) - _ ^ b g • b ga • b* b g 

+ 2$i + 2$2 + g~3 * b g * [g~l * Rm * bg~l * b g 

+ g * g - 1 * gb1 * b d + b7 (g_ 1 d g * gb1 * Rm)] 

+ 2 Re{-2$3 + g~4 * bg_1 * Rm * b g * b g} 

+ {-2<£>4 + g~4 * bg_1 * Rm * b g * b g}, 

where 

$ 1 = A ^ A ^ A b g • b < • b • b * 
1 

*2 = XXÄfÄ7Ä^b g •b~g • b gc? • b/gö 

$ 3 = X X X \ \ \ ' ̂  g°>ß ' b g J I ' b grf ' bige~ 
ActApA^AgA^Aç 

* 4 = A ^ A ^ A , • b • b • b • ^ g* 

Using the property (19) we obtain 

(47) $1 = $2, $3 = $4-

7 
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From (22) it follows that 

(48) = r rV^ a ? + Rm * g 

= r ^ r „ g + Rm * g 

=rar ^ g^ + Rm* g. 

Combining (46), (47) and (48) we get 

^ =2 Refg g g ' b - ^ ^ b b b ^ + g«b f b?b75a/j] 

+ g a g^rg • r g ^ • [g«r r ̂  r + g« r r g ~ ] 

+ A a A ^ A c A c R e f - 8 b - ^ • r g a • r ^ b ^ 

(49) - Argß- • r g • r r a g c g 

+ JJ^^-e Ref8b-^ • r g • b-cgeJj • rcg 

- ^rga-ß • r g ( • b ( 9 e - • r g ( - g g 

+ g~4 * gb 1 * R m * r g * r g + g~4 * g * g - r * r R m * r g 

+ g~3 * r g * r ( g _ 1 * g * g _ 1 * Rm). 

On the other hand, by the definition we have 

dz ^dz ^ cTz ̂ dz ^ 

=2 Refg g g ~ r g ^7i • [ g "b ? b ê b 7 5 a ^ + g«bêb?b75a^] 

+ rt^b^ • r g ^ • [g«r rg + g« b* b?5
a*]g 

+ 2 ^ V V V ^ b ? b 7 ^ • r r g 
+ 2 g a V V V r V 7 ^ • r ^ rg,7i 

(50) + 8 Re[g"g g r g a * • bCb7</^ • r g l 
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+ 8 R e [ ^ V V ? V ^ • r r g a - ß • r g ^ ] 

+ 4 R e [ ^ V V r 7 ~ • VCVl9a-ß • r g ^ ] 

+ 4 Re[g g g r g ~ • V^ r ga-p • r g ^ ] 

+ 4 Re[<f V ? V ^ • r ^ r r • %ga-ß • rgsp] 

+ 8 Re[g^g rVzg
aT[ • r g J • r g ^ • r g ^ ] . 

Combining (25) and (44) gives 

(51) lrgal = -ga^l%ga = -jijrgs, 
%9afj = -gaïgifjr ga = -T^%9^ 

which together with (50) implies 

Av? =2 Re{g g g ~ r g ^ ï ï • [ g « r r r g a F + g r r r g ] 

+Ä^Ärrg • r rg* 

Q ^ ^ ^ ^ 

( 5 2 ) - • r ^ - • r g ß • r r g «ïï A^A^A-yA^A A* 

r g A - • r g ^ - • r ^ r g o 
A ^ A - A A A r A 7 r A W a r r 

" \ \ \ \ \ ' r g x ~ ' r g ~ ' r r g « F 
AaA /3A7A^AA 

Q 

+ AaA,A7AcA,AA • r g - • r g A - • r g • r g 
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which together with (19) yields 

Av? =2 Refg g g ~ b - ^ • g C r r r g ^ + g r r r g J 

+ g g~b7</a? • r g v ¥ • [gr ^ b ^ + gfcV(Vp^]g 

+ g a g r g a ? • r g ^ ï ï • [g r r g r + grcV(Vprr] 

(53) 

+ x x \ x [ 2 ^ r g a / ? • r r g ~ + 2b c b 7 5 a ^ • r r g ß - } 

+ A A A A A R e f - 1 2 r g ^ 7 • r g ^ • r r g a ß 

- 1 2 r g - • b-ßgß- • b | - b 7 5 a g 

12 b b b b 
+ A A A A A A M V ^ - • Vcgß- • r g ^ • r g ^ ] . 

Combining (49) and (53), we get 

dtp 2 b b b b 

+ b c b 7 ^ a ? • r r g ^ - ] 

+ A a V A
2

7 A g A c R e f 2 b - ^ • r g • r r g 

+ 4b75 /3- • r g • b7b„gC|g 

(54) + A a V A 7
2

A g A c A g R e f - 2 b - ^ • r g • b-cgeJj • r c g 

+ g~4 * bg_1 * Rm * r g * r g 

+ g~4 * g * bg_1 * r R m * r g 

+ g~3 * r g * r [ g _ 1 d g * g - 1 * Rm]. 
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L e m m a 7.3. We have 

dip 2 b b 1 b j 2 

(55) d b d b 

+ g~A * gb 1 * Rm * Vg * Vg + g~4 * g * g - 1 * VRm * Vg 

+ g~3 * b g * b [ g _ 1 * g * g _ 1 * Rm]. 

We now define a function q(t): 

(56) q(t) = e C ( t + 2 ) V ) o < t < T , 

where C2 is the constant in Lemma 7.2. From (13) in Lemma 7.2 it 
follows that 

(57) ds2 > ds2 > — dsl, 0<t<T. 

d 
Since -7t g ij = ~^R ij < 0, we have 

(58) dsl > ds0 > ds ti T0<t<T, 

which together with (57) implies 

1 

qjt) 
(59) ds2

To > ds2t > — ds2
To, r0<t< T. 

Thus 

(60) gbp > ga-ß > q t bgß, r0<t<T, 

(61) -L < Xa< 1, 

(62) gbß < gaß < q(t)bgß, T0<t<T. 
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From (15), (60), (61) and (62) we get the estimates of the terms in (55): 

g-Ug-1 *Rm*b g*b g< C3(n, k0) • q(t)4\b g\2 

(63) < C d n,k0)q(t)4ip(x,t), T0<t<T, 

g~4*g * g'1 * b Rm * b g < C4(n, k0)q{t)4\b g\ 

(64) < C4(n,k d q(t)4<p(x,t)%, T0<t<T, 

where 0 < C3(n, ko), C4{n, ko) < b o are the constants depending only 
on n and ko- Since b g~l = g~2 * Vg, we have 

g~3 * b g * b [ g - 1 * g * bg~l * Rm] 

=g~ * g *gb * Rm * b g * b g 

+ g~A * bg_1 * Rm * b g * b g 

(65) + g~4 * g * g - 1 * b Rm * b g 

<C 5 (n , k ) q ( t ) 5 | b g|2 d C5(n, k0)q(t)4\b g\2 

+ C5(n1ko)q(t)4\b g\ 

<C6(n, k0)q(t)5(p(x, t) + C5(n, k0)q(t)4<p(x, t)%, 

T0<t<T, 

where 0 < C5(n, ko), Ce(n,ko) < +00 are constants depending only on 
n and ko- Combining (55), (63), (64) and (65) yields 

-^ <Acp + C7(n, ko)q(tf(p(x, t) 

(66) +C7(n,ko)q(t)4tp(x,t)ï, T0<t<T, 

-^ <Acp + Cs(n, ko)q(tf(p(x, t) 

(67) +Cs(n,ko)q(t)3, r0<t<T, 

where 0 < C7(n,ko), C&(n,ko) < +00 are constants depending only on 
n and ko- On the other hand, from (27) it follows that 

bg gaÌi =ga^ibg~ßga-ß\ 

+ gCcbc bx[bg~ßga-ß] + g^gbgtR^j 

(68) + g^gaigb~ßRam-ß - 2g^gbg^bag(ï • b g 

=A[rT3gaß + g^g bg T 3 R a ^ 

+ g^gabg~ßR-,Cß - ggC"bg b a g a • b g^. 
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Combining (11), (62) and (68) we get 

(69) ^-t[gaßgJ < A[gaßgJ - -^<p(x, t), on M x [r0, T]. 

On the other hand, combining (10) and Lemma 2.3 shows that there 
exists a constant 0 < Cg < +oo depending only on n such that 

(70) sup\VR ijkl(x,t)\2<C9 

xeM 

o s 
— + 62 
t 

0<t<T. 

From (14) we know that To depends only on n and ko, so that , in con­
sequence of (70), 

(71) sup\VR ijkl(x,t)\ <CW, r0<t<T, 
xeM 

where 0 < C\o < +oo is a constant depending only on n, ko and 0 . By 
the definition we have 

d ~ ~ ( d \ 
•gt k g ij = Vk I —g ij I = -2Vk R ij 

(72) = -2Vk R ij + Rm * g~l * g~l * Vg, 

which together with (10), (62) and (71) implies 

d 
(73) 

(74) 

dt Vg 

9 ?, 

< C n + Ci iq( t ) 2 |Vg | , To<t<T, 

< C u + Cliq{T)2\Vg\ < Ci2 + Cl2\Vg\, 

TO < t < T, 

where 0 < C\\ < +oo is a constant depending only on n, ko and 0 , and 
0 < Ci2 < +00 is a constant depending only on n,ko,9,C\,T and 0 . 
By the definition we know that 

(75) Vk g ij{xìT0) = Oì y xeM, 

which together with (74) implies 

(76) sup \Vg(x,t)\ < C13e C12t < C13e C12T < C1 4 , r0<t<T, 
xeM 
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where 0 < C13, C14 < +00 are constants depending only on n, ko, 9,C\,T 
and 0 . Combining (41) and (62) we get 

<p(x,t)<q(t)3\b g(x,t)\2<Cf4q(t)3 

(77) < C2
lAq{Tf < C15, x G M, T0<t<T, 

where 0 < C15 < +00 is a constant depending only on n,ko,9,C\,T 
and 0 . For any to G [TO,T] , from (67) and (69) it follows that 

(78) 

(79) 

-£ < A^ + C8q(t0)
5<p(x, t) + C8q(to)3, xeM, T0<t<t0, 

§-t[gbßgJ < ^bgßga-ß] - qJ-J^Ox t) , xeM,ro<t<t0. 

Now we define a function $ ( x , t ) o n M x [ r o , t ] : 

(80) $ ( x , t) = ^{x, t) + C8q(to)6gb^gaf3 - C8q(t0)
3t. 

By (78) and (79) we obtain 

d 
(81) —<5>(x,t)<A$(x,t), on M x [TO, t ] . 

Combining (60), (77) and (80) yields 

<S>{x,t)<v{x,t) + C8q{tofgbTjga-ß 

(82) < Ci5 + n C 8 q ( t ) 6 , on M x [r0, t0]-

From (75) and (80) we know that 

$(x, TO) < <p(x, T0) + C8q(tofbg bßga-ß 

(83) < 0 + nC8q(t0)
6 = nC8q(t0)

6, x G M. 

Using Theorem 4.8 from (81), (82) and (83) we get 

(84) $ ( x , t) < nC8q(t0)
6, on M X [r0, t0]. 

Combining (80) and (84) leads to 

(85) 

<p(x, t) < nC8q{tof + C8q(t0)
3t, on M X [r0, t0]-

(86) 
<p(x, t0) < nC8q{t0)

6 + C8q{tofto < C16q{t0)
6, x G M, 
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where 0 < C\e < +00 is a constant depending only on n, ko, 9 and C\. 
Since to G [TOJT] is arbitrary, we have 

(87) sup <p(x, t) < C16q(t)6, T0<t<T. 
xeM 

Combining (62) and (87) we get 

L e m m a 7.4. There exists a constant 0 < C\e < +00 depending 
only on n, ko, 9 and C\ such that 

(88) sup\b g(x,t)\2<C16q(t)6, r0<t<T. 
xeM 

Now we want to estimate the second order covariant derivatives 
| b b g|2. From Lemma 7.3 we know that there exists a constant 0 < 
Cn(n) < +00 depending only on n such that 

(89) + C17(n)Lp(x, t)2 + g~4 *g~l*Rm*b g*b g 

+ g~4 * g * gb 1 * b d m * b g 

+ g~3 * b g * b [ g _ 1 * g * g b l * Rm]. 

which together with (63), (64), (65) and (87) implies 

'ft ^ - A^^ [ I^ b + ^ b l 
(90) +C18q(t)12, T0<t<T, 

where 0 < C\& < +00 is a constant depending only on n, ko, 9 and C\. 
On the other hand, (40) can be written as 

(91) + g~2 *b g *bb g + g~3 *b g*b g*b g 

+ g~l * b g * bg~l * Rm + g _ 1 * g * g - 1 * b Rm 

+ b 7 [g - 1 * g * bg~l * Rm]. 
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Differentiating both sides of (91) yields 

d b b b f d b 

=b 7 [g«b ? b ê b 7 5 a F 

(92) + g r r ^ r g + g 2 * r g * r r g 

+ g~3 * r g * b<7 * r g + g _ 1 * r g * gb~l * Rm 

+ g - 1 * g * bg_r * r R m + b7 (g_ 1 * g * g - 1 * Rm)]. 

From (20) it follows that 

r r r r g = r r r r g 

(93) =b ? [ b ê b 7 b 7 5 a F + gbl * Rm * rg] 

=^ ^sr9aß + bg1 * rRm * rg 

+ gb1 * Rm * r rg , 

r r r r g^ = r r r r g + g~1*Rm* r rg 

(94) r r ^ r r g ^ + b g 1 * d * ^ . 

Combining (25), (92), (93) and (94), we get 

+ g~2 * rg*r r rg 

+ g-1 * gb1 * "̂m * r r g 

+ g~l * gb1 * rRm * rg + g~2 * r r g * r rg 

+ g~3 * rg * rg * r r g 

(95) + g~A *rg*rg*rg*rg 

+ g~2 * gb1 * Rm * r g * r g 

+ g~2 * g * bg_1 * r R m * r g 

+ g~2 * g * b g _ d * ^"m d r r g 

+ g - 1 * g * bg_1 * d i 2 r a 

+ g~3 * g * bg_1 * r"m * r g * b<7, 
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+ g~2 * rg * r r r g + g~2 * r r g * r r g 
+ g~3 *rg*rg* r rg 

(96) + g~4 *rg*rg*rg*rg 

+ g~l * g * gb1 * r r R m + g~2 * g * gb1 * r R m * r g 

+ g~2 * g * gb1 * Rm * r r g 

+ g~3 * g * gb1 * Rm * r g * r g . 

On the other hand, (32) can be written as 

(97) + g~4 * r g * r g + g~2 *g~l *Rm. 

In the remainder of this section, we always use j j 2 to denote the norm 
with respect to ds2. We have 

(98) = g~4 * r r g * r r g , 

which together with (96) and (97) implies 

^ j r r g j2 = g r r j r r g a ß j 2 +gr<^^cjrrgaßj2 

- 2j bcb Ib75aj2 - 2j b jb jb ig j2 

+ g~r *rg* r rg * r r r g 

+ g~7 * rg * rg * r rg * r r g 

+ g~3 * r r g * r r g * [g~4 * rg * rg + g~2 * gbl * Rm] 

(99) + g~4 * r r g * [g~2 * r g * r r r g + g~2 * r r g * r r g 

+ g~3 * r g * r g * r r g + g~4 * r g * r g * r g * r g 

+ g~l * g * gb 1 * r r R m + g~2 * g * g _ 1 * r R m * r g 

+ g~2 * g * gb1 * ̂ ?m * r r g 

+ g~3 * g * gb1 * Rm * r g * b«?], 
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where we have used the similar arguments as what we did in the proof 
of (54). By the definition we obtain 

(100) = g r r j r r g a p j 2 + g r ^ jrrgapj2. 

Using (15), (60), (61), (62) and Lemma 7.4 we get 

(101) 

g~6 * rg * r r g * r r r g < C19q(t)9jrrgj • j bbb</j, 

TO r t r r T, 

(102) 

(103) 

(104) 

(105) 

g~6 * r r g * r r g * r r g < C20q{t)6jrrgj, 

T0<t<T, 

g~7 *rg*rg* r r g * r r g < C21q(t)13jrrgj2, 

TO < t < T, 

g~8 *rg*rg*rg*rg* r r g < C22q(t)20jrrgj, 

T0<t<T, 

g~4 * r r g * [g~l * g * bg~l * r rRm 

+ g~2 * g * gb1 * rRm * rg 

+ g~2 * g * gb1 * Rm * r r g 

+ g~3 * g * gb1 * Rm * r g * rg] 

< C23q(t)13jrrgj + C24q(t)6jrrgj2, 

ro < t < T, 

where 0 < C\g, C2o, C2\, C22, C23, C24 < +oo are constants depending 
only on n, ko, 9 and C\. Now substituting (100)-(105) into (99), we have 

^ j r ^ r g j 2 <Ajr ̂  r g j 2 - 2j bCb ̂  r g j 2 

- 2jr r ^ r g j 2 + C25q(t)9jrrgj • jrrrgj 

+ C26q(t)6jrrgj + C27q(t)13jrrgj2 

(106) +C28q(t)20jrrgj, To<t<T, 
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where 0 < C25, C2Q, C27, C28 < + ° ° are constants depending only on 
n , ko, 9 and C\. Similarly, 

^ j r * r g j 2 < A j r , r g j 2 - 2 j r r , r g j 2 

- 2 j r r , r g j 2 

(107) +C25q(t)9jrrgj-jrrrgj 

+ C26q(t)6jrrgj + C27q(t)13jrrgj2 

+ C28q(t)20jrrgj, T0<t<T. 

By the definition we know that (where A, B, C, D = a or ce) 

j r r g j 2 =jr C r D g AB j2 = 2 j r 5 r g j 2 + 2 j r ̂  r g j 2 

(108) +2jrsrgj2 + 2jrrgj2 

= 4 j r 5 r ^ j 2 + 4 j r r g j 2 , 

j r r r g j 2 =4[jr r r g j 2 + j r r r g j 2 

(109) + j r r 5 r g j 2 + j r r 5 r g j2]. 

Combining (106), (107), (108) and (109) we get 

^ j r r g j 2 < A j r r g j 2 - 2 j r r r g j 2 

(110) + 8C25q(t)9jrrgj • j r r r g j + 8C26q(t)6jrrgj 

+ 8C27q(t)13jrrgj2 + 8C28q(t)20jrrgj, 

T0<t<T, 

(111) < A j r r g j 2 - j r r r g j 2 + C29q(t)12jrrgj + C30q(t)30, 

T0<t<T, 

where 0 < C2g, C30 < +00 are constants depending only on n, ko, 9 and 

Similar to (108) we have 

(112) jrgj2 = Ajrgaj
2 = A^{x,t); 

thus from (90) it follows that 

(113) ^-t jrgj2<Ajrgj2-jrrgj2 + 4C18q(t)12, r0<t<T. 
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Suppose a > 0 is a constant to be determined later. Then 

( 1 1 4 ) ^[a + \rg\2] < A[a + \rg\2] - \rrg\2 + 4C18q(t)12, 

r0 < t < T. 

Now we define a new function 

(115) ^(x1t) = [a+\rg\2]-\rrg\2. 

Then from (111) and (114) we obtain 

^ =[a + |rg|2]^|rrg|2 + |rrg|2^[a+ |rg|2] 

(116) <[a + | r g | 2 ] A | r r g | 2 + | r r g | 2 • A[a + \rg\2] 

-[a+\rg\2]-\rrrg\2 

+ C29q(t)12[a+\rg\2]-\rrg\3 

+ C30q(t)30[a+\rg\2]-\rrg\4 

+ ACl8q(t)l2\rrg\2, T0<t<T, 

jt<[a+ \rg\2]A\rrg\2 + \rrg\2 • A[a + \rg\2] 

(117) -[a+\rg\2].\rrrg\2-l\rrg\4 

+ C3iq(t)48[a + | rg\ 2} 4 + C 3 0 q t 3 0 [ a + | rg\2] 

+ C32q(t)24
1 T0<t<T, 

where 0 < C3\, C32 < +00 are constants depending only on n, ko, 9 and 
C\. On the other hand we have 

[a+\rg\2]A\rrg\2+\rrg\2A[a+\rg\2] 

= A4>- 2g^Vj\rrg\2 • r - [a + \rg\2] 

:ii8) 
A ^ - 2 g r | r r g | 2 - r | r g | 2 

Aij> + g'1 * r i[g-3 *rg *rg] 

* r g - 4 * r r g * r r g ] 

Aip + g _ 1 * [g~3 * r g * r r g + g~4 *rg *rg * rg] 

* [g~4 * r r g * r r r g + g~5 * r g * r r g * r r g ] , 
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which together with (60), (62) and Lemma 7.4 yields 

[a + | Vg\2]A\ VVg\2 + | VVg\2A[a + \Vg\2] 

<A^ + C33q(t)n\VVg\2-\VVVg\ 

+ C34q(t)15\VVg\3 + C35q(t)ls\VVg\ • \VVVg\ 

+ C36q(t)22\VVg\2 

(119) <AV> + ^ |VVVg|2 + C q(t)22 |VVg|4 

+ C q(t)36\VVg\2 + C34q(t)15\VVg\3 

+ C36q(t)22\VVg\2 

<AÏ, + ^\VVVg\2 + C q(t)22\VVg\* 

+ l\VVg\*+C q(ty2 + 8CÏ4q(tr 

+ 8C2
6q(t)4\ T0<t<T, 

where 0 < C33, C34, C35, C36 < +00 are constants depending only on 
n, ko, 9 and C\. Substituting (119) into (117) we get 

di) 
m^ 2 + I W • |VVVg|' 

(120) 
1 C 2 

Ï - a W M 
8C 4 

\VVg\4 + C q(t)72 

+ 8C3
4

4q(t)60 + 8C2
6q(t)44 + C32q(t)24 

+ C3iq(t)48[a + I Vg\2]4 + C 3 0 q t 3 0 [ a + | Vg|2], 

r0 < t < T. 

For any t £ [r0j T], from Lemma 7.4 we get 

(121) sup |Vg(x, t ) | 2 <Ci6q( t ) 6 > T° - t - to' 
xeM 

Now we choose a such that 

(122) a = i + i6(C1 6 + C3
2

3)q(t)22. 

Then 
^ 17 

(123) a < a + |Vg(x,t)|2 < — a, o n M x [ r 0 , t ] , 
16 

(124) ì - C q(t)22 > ì r0 < t < t0. 4 a o 
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Combining (120), (122), (123) and (124) we obtain 

(125) ^<A^-^\VVVg\2-±\VVg\4 + C37q(t0)
136, r0<t<t0, 

where 0 < C37 < +00 is a constant depending only on n, ko, 9 and C\. 
Since from (123) we have 

(126) ' ^ ' 4 = i ^ f g p - a * 2 ' T 0 - t - t ' 
which together with (125) implies 

(127) ^ < A ^ - - ^ V 2 + C37q(t0)
136, r0<t< t0. 

By the definition, ip(x, To) = 0 on M. Using Lemma 4.11 from (127) we 
get 

(128) 4,(x, t) < C38q(to)6Sa, r0 < t < t0, 

where 0 < C38 < +00 is a constant depending only on n, ko, 9 and C\. 
From (123) it follows that 

(129) 4,(x,t) > a\VVg\2, r0<t<t0, 

which together with (128) implies 

sup \VVg{x,t)\2 < C38q{t0)
68, r0 < t < t0. 

xeM 

Let t = to- Then 

(130) sup \VVg{x,to)\2 <C3Sq{to 
xeM 

Since to G [TOJT] is arbitrary, we have 

L e m m a 7 .5 . There exists a constant 0 < C3g < +00 depending 
only on n, ko, 9 and C\ such that 

(131) sup\VVg(x,t)\2<C38q(t)6S, r0<t<T. 
xeM 

68 
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Combining (18) and (25) we know that 

Raj3 = g'1 * V V g + g~2 *Vg*Vg + RaJj 

(132) = g'1 * VVg + g~2 * Vg * Vg + g'1 * Rm, 

which together with (11), (15), (60), (62), Lemma 7.4 and Lemma 7.5 
implies 

T, (133) 0 < RaJj(x,t) < C39q(ty%-ß(x), r0 < t 

(134) supjRa-j(x,t)j2<C40q(t)72, r0<t<T, 
xeM 

where 0 < C39, C40 < +00 are constants depending only on n, ko, 9 
and C\. Combining (11) and (134) we get 

(135) supjR ijkl(x,t)j2<C41q(t)72, T0<t<T, 
xeM 

where 0 < C41 < +00 is a constant depending only on n, ko, 9 and C\. 
From (9) it follows that 

(136) supjR ijkl(x,t)j2<C(n,0)k2, 0 < t < r0, 
xeM 

which together with (135) yields 

L e m m a 7.6. Under Assumption E, there exists a constant 0 < 
C42 < + ° ° depending only on n, ko, 9 and C\ such that 

(137) supjR ijkl(x,t)j2<C42q(t)72, 0<t<T. 
xeM 

Now we want to estimate the covariant derivatives of the curvature 
tensor. For any to G (0,T] , from (137) we know that 

(138) sup jR ijkl(x,t)j2<C42q(to)72, 
Mx[t,to] 

which together with Lemma 2.3 implies 

supjVm R-jkl(x,t)j ' 
xeM 

(139) 

<C(n,m).C42q(to)72 t - t - - + C\2
2q(t0)

36m 

to 
^<t<t0, 
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where m > 0 is any integer, and C(n, m ) are constants depending only 
on n and m. Let t = t - Then by (139) we get 

supjVm R- jk l (x , t ) j 2 

xeM 
( 2m SL 

(140) < C(n, m ) • C42q(t0)
72 — + C4

2
2 q(t0)

36' 

Since t G (O,T] is arbitrary, from (140) follows 

L e m m a 7.7. Under Assumption E, for any integers m > 0, there 
exist constants 0 < C^{m, n, ko, 9, Ci) < +oo depending only on 
m, n, k , Ö and C\ such that 

supjVm R-jkl(x,t)j2 

(141) < C 4 3 ( m , n , k , o , C 1 ) | t ' ) + q(t)36(m+2) 

0 < t < T. 

Let t = T. Then by Lemma 7.6 we obtain 

(142) sup jR ijkl(x,T)j2 < C42q(T)72. 
xeM 

Suppose 9o(n) is the constant in Corollary 2.2, we define 

Un) 
(143) Ti = T + 

C~r2q(T) 36 

Then from (142), Corollary 2.2 and Lemma 7.7 it follows that the solu­
tion g ij(x, t) of (1) on M X [0, T] can be extended smoothly to a solution 
g ij(x,t) of (1) on M X [0,Ti] satisfying 

(144) sup jR ijkl(x,t)j2<C(n,0)-C42q(Ty2, T < t < Tu 

where C(n, 0) is the constant in Corollary 2.2. (144) together with 
Lemma 7.6 yields 

(145) sup jR i jkl{x, t ) j 2<[l + C{n,0)]-C\2q{T) 
Mx[0,Ti] 

Therefore we have 

72 
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L e m m a 7.8 . Suppose g ij(x,t) > 0 is a smooth solution of the 
Ricci flow equation (1) on M X [0,T] such that Assumption E holds on 
M X [0, T]. Then g ij(x, t) can be extended smoothly to a solution of the 
Ricci flow equation (1) on M X [0, Ti] such that Assumption E still holds 
on M X [0,Ti]. 

Under Assumption D, by Lemma 7.1 there exists a constant 0 < 
T < +00 such that the Ricci flow equation (1) has a smooth solution 
g ij(x, t) > 0 on M x [0, T] and Assumption E holds on M X [0, T]. Now 
using Lemma 7.8 repeatedly we know that g ij(x,t) can be extended 
smoothly to a solution to the Ricci flow equation (1) on M X [0, co) 
such that for any To G [T, co), Assumption E still hold on M X [0,To]. 
Hence 

T h e o r e m 7.9. Under Assumption D, there exists a smooth solution 
g ij(x,t) > 0 to the Ricci flow equation (1) on M X [0, co) such that for 
any TQ G [TO, CO), Assumption E hold on M X [0, To]. 

Since for any To G [TO,OO), Assumption E holds on M X [0,To], 
combining Lemma 7.2, Lemma 7.6 and Lemma 7.7 we get 

T h e o r e m 7.10. Under Assumption D, there exists a smooth so­
lution g ij(x,t) > 0 to the Ricci flow equation (1) on M X [0, co) such 
that 

(A) g ij(x, t) are Kahler metrics for any 0 < t < +co, 

(B) - Raäßß(x' t) ^ °. on MX [0, oo), 

(C) F(x,t) > - C 2 ( t + 2 ) V , on M x [0 ,oo ) , 

(D) dsl > ds2t > — dsl, 0 < t < +CO, 

(E) sup jR ijkl{x,t)j2 <C\2q{t)72, 0 < t < + œ , 
xeM 

(F) supjr m R ijkl(^t)j2<C4s(m)7 + q(t)36(m+2) 

m > 0, 0 < t < +CO. 

8. Control l ing the curvature tensor 

Suppose g ij(x,t) > 0 is the smooth solution on M X [0, co) of the 
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Ricci flow equation 

(§-t g ij(x,t) = -2R ij(x,t), on M X [0,oo), 

g ij(x,0)=g ij(x), on M, 

which we obtained in Theorem 7.10. In Theorem 7.10 (E) we also 
obtained some estimate for the curvature tensor fR ijkl(x, t)}. However, 
tha t estimate is not optimal. To prove our main result Theorem 1.2, 
we need a better estimate for the curvature tensor fR ijkl(x, t)} than 
the estimate obtained in Theorem 7.10 (E). Under the assumptions of 
Theorem 1.1, the author of this paper derived a complicated integral 
estimate technique to improve the curvature tensor estimate obtained 
in Theorem 7.10 in his Ph.D. thesis [43] in 1990. Later on H.D. Cao 
[10] and R.S. Hamilton [24] proved the Harnack's inequality for the Ricci 
flow equation in 1992. The consequence of their results improves the 
curvature tensor estimate which we obtained in Theorem 7.10 (E). In 
this section we use the noncompact version of their results. 

T h e o r e m 8 .1 . Suppose that g ij(x,t) > 0 is the smooth solution to 
the Ricci flow equation (1) on M X [0, co) which we obtained in Theo­
rem 7.10, and that the holomorphic bisectional curvature of g ij(x,t) is 
strictly positive, i.e., 

(2) -Ra_ß-(xit) > 0, on M x [ 0 , co). 

Then the scalar curvature R(x,t) of g ij(x,t) satisfies the inequality: 

(3) - 7 - - 2 1 ° ' +-R>0, on M x (0, co). 
ut R t 

Proof. Suppose M is a compact Kahler manifold, and ga-7j(x,t) > 0 
is a smooth family of Kahler metrics on M such that 

(4) Qt gap(x,t) = -2Rap(x,t), o n M x [ 0 , T ] , 

where 0 < T < +00 is a constant. Suppose that the holomorphic 
bisectional curvature of ga-7j(x,t) is strictly positive: 

(5) -Ra-ß-ß{x,t)>ü, o n M x [ 0 , T ] . 

We now define 

(6) gaTÀx^s) = T s g a - x T ( l - e - s ) ) , o n M x [ 0 , c o ) . 
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Then gb7j(x,s) > 0 is also a smooth family of Kahler metrics on M, 
which satisfies the normalized Ricci flow equation: 

d 
(7) —bg-ß{x,s) = -Ra-ß{x,s)+gb-ß{x,s), o n M x [ 0 , o o ) , 

where b -g(x, s) denotes the Ricci curvature ofg b ( x , s). It is easy to see 
that the holomorphic bisectional curvature of </ -g(x,s) is also strictly 
positive, i.e., 

(8) -Ra_0(x,s)>O, o n M x [ 0 , œ ) . 

From Corollary 4.1 in H.D. Cao [10] it follows that the scalar curvature 
R(x,s) of bg-ß(x,s) satisfies the inequality: 

(9) _ _ ^ R + _ _ > o , o n M x ( 0 , o o ) , 

where r denote the covariant derivatives with respect to bg-^{x,s). 
Combining (6) and (9) implies that the scalar curvature R(x,t) of 
ga-7j(x,t) satisfies the inequality: 

(10) R - 2 ^ R ^ + i R > 0 , o n M x ( 0 , T ) , 

where r denote the covariant derivatives with respect to ga-7j(x,t). 

Now suppose g ij(x,t) > 0 is the smooth solution to the Ricci flow 
equation (1) on M x [ 0 , oo), which we obtained in Theorem 7.10, and sup­
pose assumption (2) in Theorem 8.1 holds. For any constant 
0 < T < +00, from Theorem 7.10 (E) we know that the curvature 
tensors of g ij(x,t) are uniformly bounded on M X [0,T]: 

(11) sup jR ijkl{x,t)j2 <@, 
Mx[0,T] 

where 0 < 0 < +oo is a constant depending only on T and the constants 
n, ko, 9 and C\ in Assumption D in x7. Since under Assumption D, 
the manifold M is complete and noncompact, we have to try to control 
the curvature of g ij(x,t) and the other tensors near the infinity of M 
if we want to use the method in the paper of Cao [10] to prove that 
the scalar curvature R(x,t) of g ij(x,t) still satisfies the inequality (10) 
on M X (0 ,T) . In his paper [24] R.S. Hamilton derived some kind 
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of cut-off function technique which was used to control the curvature 
and the other tensors near the infinity of the manifold when Hamilton 
proved the Harnack estimate for the Ricci flow equation on complete 
noncompact manifolds with bounded and positive curvature operator. 
From (2) and (11) it is easy to see that the cut-off function technique in 
the paper of Hamilton [24] can still be used in our case. Thus combining 
the techniques in [10] and [24] we know that the scalar curvature R(x, t) 
of g ij(x,t) in Theorem 8.1 satisfies the inequality (10) on M X (0 ,T) . 
Since T G (0, co) is arbitrary, we know that (3) is true on M X (0, co). 

Now suppose g ij(x, t) > 0 is the smooth solution on M x [ 0 , co) to the 
Ricci flow equation (1) which we obtained in Theorem 7.10. We want to 
use Theorem 8.1 to improve the curvature tensor estimate obtained in 
Theorem 7.10. We assume that the holomorphic bisectional curvature 
of g ij(x,t) is strictly positive: 

(12) -Ra_ß-(xit) > 0, on M X [0,oo). 

Suppose F(x, t) is the function defined by (9) of §6. From (11) and (14) 
of §6 it follows that 

Z t d 
F(x,t)=F(x,0) + —F(x,s)ds 

Jo vs 

(13) = - Z R(x,s)ds, o n M x [ 0 , o o ) , 
io 

which together with Theorem 7.10 (C) implies 

Z t 2-6 
(14) / R(x,s)ds< C2(t + 2) — , o n M x [ 0 , o o ) , 

o 

where 0 < C2 < +co is a constant depending only on n, ko, 9 and C\. 
By (12) we have 

(15) R(x,t)>0, o n M x [ 0 , o o ) . 

From Theorem 8.1 we know that R(x,t) satisfies the inequality: 

(16) ^ R > 2 Ì - ^ L - Ì R , o n M x ( 0 , c o ) , 

which together with (15) yields 

(17) — >--R, o n M x ( 0 , œ ) . 
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Combining (14), (15) and (17) we get 

(18) 0 < R{x,t) < C 3 ( t + 2 ) ^ , o n M x [ 0 , o o ) , 

where 0 < C3 < +00 is a constant depending only on n, ko, 9 and 
C\. From (12) it follows that there exists a constant 0 < C4 < +00 
depending only on n such that 

(19) jR ijkl{x,t)j<CAR{x,t), on M x [0,oo). 

Combining (18) and (19) thus leads to 

T h e o r e m 8.2. Suppose that g ij(x,t) > 0 is the smooth solution 
to the Ricci flow equation (1) on M X [0,oo), which we obtained in 
Theorem 7.10, and that the holomorphic bisectional curvature of g ij(x, t) 
is strictly positive: 

(20) -Ra-0(x,t)>O, o n M x [ 0 , œ ) . 

Then there exists a constant 0 < C5 < +00 depending only on n, ko, 9 
and C\ such that 

(21) supjR ijkl(x,t)j<C5(t + 2)*TS-, 0 < t < + œ . 
xEM 

If we replace Lemma 7.6 by Theorem 8.2, then by the same technique 
as the technique used in the proof of Lemma 7.7 we get 

T h e o r e m 8.3 . Suppose that g ij(x,t) > 0 is the smooth solution 
to the Ricci flow equation (1) on M X [0,oo), which we obtained in 
Theorem 7.10, and that the holomorphic bisectional curvature of g ij(x, t) 
is strictly positive: 

(22) -Ra-0(x,t)>O, o n M x [ 0 , œ ) . 

Then for any integers m > 0, there exist constants 

0 < Ce(m, n, k0, 9, C\) < +00 

depending only on m, n, ko, 9 and C\ such that 

sup jr m R ijkl{x,t)j2 

xeM 

(23) < C6(m, n, k0, 9, C ) • l ^ | 2 ) 2 t m , 

0 < t < +00. 
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Remark . In Assumption D in x7, we assumed that 0 < 9 < 2. If 
the constant 9 = 2 in Assumption D, using (145) of x6 and the same 
method as that used in the proof of Theorem 8.3 we know that (23) is 
replaced by 

sup jr m R ijkl{x,t)j2 

xeM 

(24) 

[logjt + 2)]m+2 

< Ce(m, n, k0, C\) • L o g Y " , 0 < t < +oo. 

Under the assumptions of Theorem 1.1, a result similar to (24) was 
proved by the author of this paper in [43] in 1990. 

9. Construct ing the b iholomorphic maps 

In this section we always assume that the assumptions in Theorem 
1.2 hold. Suppose 

(1) ds =eg ij(x)dx i dx j > 0 

is the complete Kahler metric on M with bounded and positive sectional 
curvature: 

(2) o < R ijij(x) < k0, y x e M, 

and satisfies 

1 — • V o l ^ B x , 

0 < 7 < +00, 
/3N B ( x o r t ) R x d x - (7+Ci)1+e "Vol ( ^ x , 7 ) ) , x0eM, 

where 0 < ko, C\ < +oo, 0 < e < 1 are constants. From (2) it 
follows that the holomorphic bisectional curvature of dse is bounded 
and positive: 

(4) 0 < -Ra-M(x) < 2k0, V x e M. 

By the assumptions in Theorem 1.2, (M,eg ij(x)) is a complex n-dimensional 
complete noncompact Kahler manifold. Thus Assumption D in x7 holds 
with the constant 9 = 1 + e. 
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L e m m a 9 .1 . There exists a smooth solution g ij(x,t) > 0 to the 
Ricci flow equation 

(§-t g ij(x,t) = -2R ij(x,t), on M X [0,oo), 

g ij(x,0)=g ij(x), onM, 

on M X [0, co) such that 

(A) g ij(x, t) are Kahler metrics for any 0 < t < +oo, 

(B) - Raäß-ß(xi t) > 0. on MX [0, co), 

(C) F(x,t) > -C2(t + 2)&, on M x [0, co), 

(Dì dsl > ds2 > —— dsl, 0 < t < +CO, u - - q^ 

(E) sup \R ijkl(x,t)\ <C3{t + 2)-^, 0 < t < + c o , 
xeM 

(t + 2)(îTf)(m+2) 
(F) sup \Vm R ijkl(x,t)\2 < C4(m) • {

 ( t * t m , m>0, 

0 < t < +CO, 

where 0 < C2, C3 < +00 are constants depending only on n, ko,e and 
Ci , 0 < C ̂ {m) < +00 are constants depending only on m, n, ko, e 
and C\, F(x,t) is defined by (9) in §6, 

(6) ds t = g ij(x,t)dx i dx j , 0 < t < +00, 

(7) q(t) = e C ^ t + 2 ^ , 0<t<+oo. 

Proof. From Theorem 7.10 we know that there exists a smooth 
solution g ij(x, t) > 0 to the Ricci flow equation (5) on M X [0, co) such 
that (A), (C) and (D) of Lemma 9.1 hold. Combining (4), Theorem 7.10 
(E) and Theorem 5.5 yields that Lemma 9.1 (B) holds. From Theorem 
8.2 and Theorem 8.3 it follows that (E) and (F) of Lemma 9.1 hold. 

q.e.d. 

For any two points x, y G M, let jt(x,y) denote the distance be­
tween x and y with respect to ds2. Let B t(x, 7) denote the geodesic ball 
of radius 7 and centered at x G M with respect to ds2. 

Now we fix a point x G M. We use T x M to denote the space of all 
the holomorphic tangent vectors of M at x . For any two holomorphic 
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vectors V\, V2 G T x M, let (Vi, V ̂ )t denote the inner product of V\ and 
V2 with respect to the metric ds2. Since {ds t j0 < t < +00} is a family 
of Kahler metrics on M, which depends on t smoothly, it is easy to see 
that we can find Vi(t), V2(t),... , V n(t) G T x M for 0 < t < +00 such 
that V\(t), V ^ t ) , . . . , V n(t) depend on t smoothly and satisfy 

(8) {Va{t),Vß{t))t = Saßl a,/3 = l , 2 , . . . , n , 0 < t < + o o . 

Thus 

n 

T x M = Q)CVa(t) 
a = l 

(9) = lj2zaVa(t)jz\z2,...,z n G C l , 0<t<+oo. 

For each t G [0, 00), we define a linear map tpt: 

^ t:T x M^C n, 

(10) 

^ t(n2zaVa(t)) =(z1,z2,...,z n), V z\z2,...,z neC. 

Then {V>t j0 < t < +00} is a family of invertible linear maps between 
T x M and C n, which depends on t smoothly. For each t G [0,oo), we 
use 

(11) exp t 0 : T x M^M 

to denote the exponential map with respect to the metric ds2. We now 
define maps 

* t : C n -+ M, 

(12) * t = exp t o t " 1 , 0<t< + . 

Then {^ t jO < t < +00} is a family of smooth maps from C n to M , 
which depends on t smoothly and satisfies 

(13) * t (0) = x0, 0 < t < +00. 

Suppose 

(14) C n = {z=(z\z ,... , z )jz 1 z , . . . , 
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and use 

(15) dsb X dz"dz 
a = l 

to denote the standard flat Kahler metric on C n. For any z G C n and 
7 > 0, let 

(16) B(z,j) = fw G C n jjw-zj < 7g 

denote the geodesic ball of radius 7 and centered at z with respect to 
dsb. Let r denote the covariant derivatives with respect to the metric 
dsb. From Lemma 9.1 it follows that 

(17 sup xeM jr m R ijkl{x, t)j < C5(m) • (t + 2)-^m+2\ 
{ ' m > 0, 2 < t < +00, 

where 0 < C ̂ {m) < +00 are constants depending only on n, m, ko, e 
and C\. Thus the curvature tensor fR ijkl(x, t)g together with its co-
variant derivatives tend to zero uniformly on M as time t —> +00. We 
now define 

:i8) Uo(t) = (t + 2 ) ~ , 0 < t < +00. 

Then by (17) there exists a constant 0 < C% < 1 depending only on 
n, k b , e and C\ such that for any t G [2, 00), the map \Pt is nonsingular 
on B(0,CeU(t)). Thus we consider the pull-back metric 

(19) **{ds2) = g*AB{z,t)dz A dz B, z G B{Q,CU{t)), 

where A, B = a or ce. Since ^ t are not holomorphic maps in general, 
the metrics in (19) are not Kahler with respect to z in general. However, 
by the definition of ^ t in (12), g AB{z,t) depend on t and z smoothly. 
From (12) and (17) it follows that there exists another constant Cr, 0 < 
Cr < Ce < 1, depending only on n, ko, e and C\, such that for any 
t G [2,oo), 

C z 2 

(20) 

(21) 

(22} 

j g ^ t ) s aß U ^ zeB(0,C7Uo(t)), 

g ( z t ) - M < C | z p zeB(Q,C7Uo(t)), 

g*ap{z,t)j<U t$, zeB(0,C7Uo(t)), 

gl/z,t)j<C z , zeB(0,CU(t)), 

jrg*AB(z,t)j< 
Cjzj 

jrrg AB(z,t)j< 

Uo{t)2 

C8 

Uo(t)2 

zeB(0,CU(t)), 

zeB{0,C7U0{t)), 
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where 0 < Cg < +00 is a constant depending only on n, ko, e and 
C\. Let J denote the complex structure on M. Then \P*(J) defines 
a complex structure on B(0,CeUo(t)), and ty*(ds2) is a Kahler metric 
on B(0,CeUo(t)) with respect to the complex structure \P*(J) for every 
t G [2,oo). Suppose d is the 9-operator on M. For any t G [2, 00), let 
9 denote the 9-operator on B(0,CeUo(t)) with respect to the complex 
structure \P*(J). It is easy to see that 

(23) 9 = * * ( t ) , 2<t<+oo. 

Define n holomorphic functions p1(z), p2(z),... ,p n(z) on C n: 

(24) pa(z) = za, M z= (z\z2,... ,z n) G C n, a = l,2,...,n. 

Then by (20) and (23) we have 

(25) t pa(z)j<U^, zeB(0,C7U0(t)), a = l,2,...,n, 

where 0 < Cg < +00 is a constant depending only on n, ko, e and C\. 
We define 

(26) U{t) = (t + 2)2(!+=), 0 < t < +00. 

Then 

(27) 1 <U{t) =U0{t)% <Uo{t), 0 < t < +00. 

Combining (20), (21), (22), (25) and (27) we get 

(28) jg*AB(z,t)-SAB j < C , zeB(0,C7U(t)), 

(29) jrg*AB(z,t)j<C, zeB(0,C7U(t)), 

(30) jrrg AB(z,t)j<-C, zeB(0,C7U(t)), 

(31) j t ( z ) j < C 2 _ , z £ B C 7 U ( t ) ) , a = l,2,...,n, 

and where 0 < C\o < +00 is a constant depending only on n, ko, e and 

Ci , 

fi, ifA = B, 
3 2 < ^ = -

V 7 AB 0, ifA^B. 
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Let X(j,t) denote the eigenvalues of the second fundamental form of 
9B(0 ,7 ) with respect to the metric ^(ds2). From (17), (28), (29) and 
(30) it follows that there exist constants 

0 < C n , C i 2 , C i 3 < +00 

depending only on n, ko, e and C\ such that 

(33) — < X(j,t) < —, 0<J <C7U(t), 2 +Cu <t< +oc . 
7 7 

Thus for any t > 2 + C\\ and 0 < 7 < C7U{t), dB(0, 7) is convex with 
respect to the metric ty*(ds2). For any t > 2 + C\\, using L2 estimate 
theory for the d operator which appeared in the book of L. Hörmander 
[25], from (17), (28), (29), (30) and (31) we know that the 9 equations 

(34) dtea(z,t) = dt pa(z), ze B(0,^C7U(t)), a = l,2,...,n, 

have smooth solutions {9a(z, t)\a = 1,2,... ,n} such that 

(35) ~ "(t) zeB(0,-C7U(t)), a = l,2,...,n, 

where 0 < C14 < +00 is a constant depending only on n, ko, e and C\. If 
we choose the solutions 9a(z, t) of (34) such that 9a(z, t) are orthogonal 
to ker t in certain L2 Hilbert function spaces on B(Q,C7U(t)), and 
choose those L2 function spaces such that those spaces depend on t 
smoothly, then 9a(z,t) depend on t smoothly. For how to choose those 
L2 function spaces, one can see L. Hörmander [25] for details. Since 
U{t) —> +00 as t -> +00, we can find a constant 2 + C\\ < C15 < +00 
depending only on n, ko, e and C\ such that for any t > C15 we have 

(36) C7U{t) > 2, 

(\9a(z t)\ < — ~ 1 
(37) { l ~ K , , i - 2 n \ zeB(0,-C7U(t)), a = l,2,...,n. 

We now define a map \Pt = (*t , * 2 , . . . , *t•) : 

(38) 

§t :B(0 ,^CVUt) )^C n 

§ t ( z ) = p a ( z ) - 0 a ( z , t ) , z G B ( ö , C U(t)) , « = l , 2 , . . . , n . 
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From (34), (36) and (37) it follows that for any t > C15, the map \Pt is 
nonsingular on B(0,±C7U(t)) and satisfies 

(39) \t(z)-z\<±, zeB(0,±C7U(t)), 

(40) $ t ( B ( 0 , i C 7 U ( t ) ) ) C B(0,C7U(t)), 

(41) t a ( z ) = O, zeB(0,^C7U(t)). 

By the definition, \Pt depend on t smoothly. We let 

(42) $ t = t o t : B ( 0 , ^ C 7 U ( t ) ) ^ M . 

Since ^ t is nonsingular on B(0, ^C7U(t)) and \Pt is nonsingular on 
B(0,CU(t)), from (40) and (41) we know that {®t\C15 < t < +00} is a 
family of nonsingular (nondegenerate) holomorphic maps from 
B{<ò,\C7U{t)) to M, which depends on t smoothly. From (13), (28), 
(35) and (39) it follows that for any t > C15, 

(43) t ( x,<i>t (o) )<^l + C), 

(44) ( l - C ) ^ 2 < t ( d s 2 ) < ( l + C ) ^ 

onB(0,U C7U(t)), 

where 0 < C\e < +00 is a constant depending only on n, ko, e and C\. 
Since U{t) —T- +00 as t —> +00, we get 

L e m m a 9.2. There exist constants 0 < C\7, C\& < +00 depending 
only on n, ko, e and C\ such that {&t\Cn < t < +00} is a family of 
nonsingular (nondegenerate) holomorphic maps from B(Q,CisU(t)) to 
M, which depends on t smoothly and satisfies 

(45) jt(x0, $ t (0)) < 1, Cl7 < t < +00, 

(46) -ds2 < <5>*(ds t) < 2ds2, on B(0,ClsU(t)), 

Cn <t< +00. 
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By assumption (2) the sectional curvature of g ij(x, 0) is strictly pos­
itive on M. Thus from the result of D. Gromoll and W. Meyer [21], M 
is diffeomorphic to R n. Using the result of R.E. Greene and H. Wu 
[19], we know that M is exhausted by a family of convex domains, M 
is a Stein manifold. Namely, there exists a family of domains Çlk C M 
for k = 1, 2, 3 , . . . such that Qk is convex with respect to the metric ds^ 
for every k > 1 and satisfies 

(47) (i) T k c ì 2 k + i , k = 1 , 2 , 3 , . . . , 

(48) (ii) B0{xo,±k)cQ.kCBo{x0,pk), k = 1 , 2 , 3 , . . . , 

where pi < P2 < P3 < • • • is a sequence of increasing positive numbers. 
Since U{t) —T- +00 as t —> +oo, for any integer k > 1, we can find a 

number t k such that 

(49) (i) C17<t k<t k+1, k = 1 , 2 , 3 , . . . , 

(50) 
(ii) C18U{t) > 4/k + 4, t k <t< +00, k = 1 ,2 ,3 , . . . . 

For any t £ [ti, oo), from Lemma 9.2 it follows that &t is a holomorphic 
map from B(Q,CisU(t)) to M , which is nonsingular at every point z G 
B(Q,CisU(t)). Thus «ï't is a holomorphic covering map and is locally 
biholomorphic on B(Q,Ci&U(t)). By (45), (46) and (50), there exist a 
small neighborhood W t of x on M and a biholomorphic map (pt from 
T t to <yC5t(W t) C C n such that 

(51) (i) $t(<pt(x)) = x, xeW t, 

(52) (ii) t x ) | < 2 . 

Since &t depend on t smoothly, we can choose (pt such that (pt depend 
on t smoothly. For any integer k > 1 and any t £ [t k, oo), from (48) and 
Lemma 9.1 (D) we have 

(53) x0 ettk C B0(x0,pk) C B t(x0,pk). 

Since Çlk is convex with respect to the metric dsQ, Çik is simply con­
nected. Since &t is locally biholomorphic on B(Q,CisU(t)), from (46), 
(49), (50), (51), (52) and (53) we know that for every t G [t k,oo), there 
is a unique biholomorphic map (pktt from Çlk to (pktt(Qk) C C n such that 

(54) (i) $t(<pkit(x)) = x, x e Qk, 

(55) (ii) \ipk,t{x)\ <2pk + 2, xettk, 

(56) (iii) (pkt(x) = (ft(x), xeÇlkr\W t. 
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Since ipt depend on t smoothly, we know that (pktt depend on t smoothly 
for t k < t < +00. By the uniqueness of holomorphic extension and (56) 
we get 

(57) ipm,t(x) = <Pk,t(x)i x e iïk, m>k>l, t m <t < +00. 

L e m m a 9.3 . For any integer k > 1 and any t k <t< +00, (pk,t(&k) 
is a bounded domain and is Runge in C n. 

Proof. By (55), <~pk,t{^ k) is a bounded domain in C n. A domain 
ficC (not necessarily pseudoconvex) is said to be Runge in C n if every 
holomorphic function on Q can be approximated by entire functions, 
uniformly on compact sets in Ci. Suppose f(z) is a holomorphic function 
on (pk,t(&k)j we want to prove that f(z) can be approximated uniformly 
on compact subsets by entire functions. Since (pktt is biholomorphic 
in Qk, f o <̂ k,t is a holomorphic function in Qk. Since Çik is a convex 
domain in the Stein manifold (M, ds^), using the d theory appeared in 
[25] we know that f o ipkt can be approximated uniformly on compact 
subsets of Çlk by holomorphic functions h(x) defined on M. Thus from 
(50), (54) and (55) it follows that f can be approximated uniformly on 
compact subsets of (pk,t(&k) by holomorphic functions h o $ t defined 
on B(Q,Apk + 4). Since B(Q,Apk + 4) is a standard ball in C n, using 
the d theory appeared in [25] again we know that those holomorphic 
functions h o $ t can be approximated uniformly on compact subsets of 
B(0,4pk + 4) by entire functions. Therefore f can be approximated 
uniformly on compact subsets of (pk,t(&k) by entire functions. Thus 
<-pk,t{Qk) is Runge in C n. q.e.d. 

For any integer k > 1, we have already constructed biholomorphic 
maps (fkt from Çik into C n. Now we want to construct the global bi­
holomorphic map from M into C n. To do this we use the results of 
Andersen-Lempert [1] and Forstneric-Rosay [16] in 1992 and 1993. In 
their papers [1] and [16] some approximations of biholomorphic maps 
by automorphisms of C n were obtained. By (48), Bo(xo,4) C S^i. Since 
fVi.t jti ^ t < t2g is a family of biholomorphic maps from Çt\ into C n 
which depends on t smoothly, thus there exists a constant a\ > 0 such 
that 

(58) j<Pi,t{x) - ¥>i,t(y)j > a i7o(x,y) , t < t < t , x, y G B0(x0, 2), 

where 70(x, y) is the distance between x and y with respect to the metric 
ds^. We define 

(59) f t(z) = <Pi,t(<Pït(z))i z e Pitli), t < t < t2. 
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Then ff t jt\ < t < t2g is a family of biholomorphic maps from <*pit{Çli) 
into C n, which depends on t smoothly and satisfies 

(60) (i) f t2(z) = z, z e ¥ > M t ( f ì i ) , 

(61) (ii) f t(<pi,t2(Sii)) = <pi,t(Sii), t < t < t2. 

For any t\ < t < t2, by Lemma 9.3, (pitt(&i) is a bounded domain and is 
Runge in C n . Using the results of Andersen-Lempert [1] and Forstneric-
Rosay [16] we know that ff t jt\ < t < t2g can be approximated uniformly 
on compact subsets of (pitt2{Qi) by families fh t jti < t < t2g of auto­
morphisms h t of C n, which depend on t continuously and piecewise 
smoothly, and satisfy 

(62) h t2 (z) = z, zeC n. 

Thus f ^ i t jti < t < t2g can be approximated uniformly on compact 
subsets of Qi by families fh t o <~p2)t2 jt\ < t < t2g of biholomorphic maps 
h t°<-p2,t2 from Q2 into C n, which depend on t continuously and piecewise 
smoothly, and satisfy 

(63) h t2 oip2)t2(x) = (p2,t2{x), x e Q2-

The approximation of ip\t by h to<p2,t2 comes from (57) and (59). Since 
B ( x ) 4 ) C fii, using the derivative estimate for holomorphic functions 
we see that if ip\t — h t o <~p2)t2 is very close to zero on BQ{x, 3), then the 
derivatives of ¥>i,t — h t°¥,2,t2 are very close to zero on Bo(xo, 2). Therefore 
there exists a family f<~p2)t jt\ < t < t2g of biholomorphic maps <p2,t from 
Çt2 into C n which depends on t continuously and piecewise smoothly 
such that 

(64) 

(i) j(f2,t{x) - Vit x)j < 2 ' x e B ( x , 2 ) , t < t < t2, 

(65) 

(ii) jr[(p2,t{x) - Pi,t{x)]j < -a!, x e Bo(x0,2), t < t < t2, 
o 

where r denote the covariant derivatives with respect to the metric ds^. 
For any two points x,y £ Bo(xo, 1), we can find a geodesic A from x to 
y such that the length of A is equal to 70(x, y) < 2. Thus A C Bo(xo, 2), 
which together with (65) implies 

j[<P2,t(x) - Vit x)} - [f2,t{y) - ¥>i,t(y)]j 

(66) < - a i 7 o ( x , y ) , x, y G B0(x0,1), tt < t < t2. 
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Combining (58) and (66) we get 

7 
j¥>2,t(x0 - <P2,t(y)j^ ga i7o(x ,y) , 

(67) x,yeB0(x0,l), t <t<t2. 

By the construction, 

(68) f2,t{x) = h t((p2,t2{x)), x ett2, t < t < t2, 

where h t are automorphisms of C n. Thus 

(69) ¥>2,t(fi2) = h t(<p2,t2(SÌ2)), t < t < t2. 

By Lemma 9.3, Lp2t{Çl2) is a bounded domain and is Runge in C n. 
Thus for any t\ < t < t2, <p2,t(Q2) is a bounded domain and is Runge 
in C n. From (63) and (68) it follows that f<~p2)t jt\ < t < +00g is a 
family of biholomorphic maps (p2tt from Çt2 into C n, which depends on t 
continuously and piecewise smoothly. By (69) and Lemma 9.3 we know 
that for any t\ < t < +00, (f2tt(Q2) is a bounded domain and is Runge 
in C n. 

Now we repeat the process. For any integer k > 2, using the results 
in [1] and [16] we can find a family f<~Pk,t jt\ < t < t k g of biholomor­
phic maps (fkt from Çik into C n which depends on t continuously and 
piecewise smoothly such that 

(i) fl-Pk,t jt\ < t < +00g depends on t continuously and piecewise 

smoothly, 

(ii) For any t\ < t < +00, (pk,t(&k) is a bounded domain and 

is Runge in C n, 

(70) 
1 \ k - i 

(iii) j<Pk,t(x) - <Pk-i,t(x)j < 2 , x e B0(x0,2k-2), 

ti < t < t k, 
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(iv) \Vpk,t{x) - <fk-i,t(x)i - Vpk,t{y) - ¥,k-i,t(y)]| 

[i\k+l 

(71) < I - I a k_i7o(x,y), 

x, y e B0(x0, k - 1), t <t <t k, 

where a k-i is a constant such that 

(72) 0 < a k_i < a k_2 < . . . < a2 < a i , 

(73) \ipk-i,t{x) - (pk-i,t{y)\ > a k - i7o(x ,y) , 

x, y e B0(x0, 2k -2), t <t < t k. 

By (71), (72) and (73) we get 

3 
Wmt x) - ¥mt(y)l > ^ a kjo(x,y), 

(74) x, y £ B0(x0,k), t <t < t k+i, m>k>l. 

Using (70) we obtain 

1 k-l 

\fm,t(x) - fk,t(x)\ < - , m > k > 1, 

(75) xeB0(x0,2k), t < t < t k+1. 

From (75) it follows that {(pkttl\k = 1, 2, 3 , . . . } converges uniformly 
on compact subsets of M to a holomorphic map ip from M into C n : 

(76) tp(x) = lim (pkttl(x), x e M. 
k—^+oo 

By (74) we have 

(77) \<p(x) - <p(y)\ > -a kj0(x,y), k > 1, x, y G B0(x0,k). 

Thus ip : M —» <~p{M) C C n is a biholomorphic map since a k > 0 for any 
k > 1. Since M is a Stein manifold by the result of Greene-Wu [19], 
<~p{M) is a pseudoconvex domain in C n. Hence the proof of Theorem 
1.2 is complete. 

References 

[1] E. Andersen & L. Lemper t , On the group of holomorphic automorphisms of C n 
Invent. Ma th . 110 (1992) 371-388. 



218 W A N - X i O N G s h i 

[2] A. Andreot t i & E. Vesentini, Carleman estimates for the Laplace-Beltrami equations 
on complex manifolds, Inst. Hautes E tudes Sci. Publ . Ma th . 25 (1965 ) 81-130. 

[3] S. Bando, On three-dimensional compact Kahler manifolds of nonnegative bisec-

tional curvature, J. Differential Geom. 19 (1984) 283-297. 

[4] M. Berger, Sur les groupes d'holonomie homogènes des variétés a connexion affine 

et des variétés riemanniennes, Bull. Soc. Ma th . France 8 3 (1955) 279-330. 

[5] R. L. Bishop & R. J. Cr i t tenden, Geometry of Manifolds, Academic Press, New 
York, 1964. 

[6] S. Bochner & W. T . Mart in , Several Complex Variables, Pr inceton University Press, 
Pr inceton, NJ , 1948. 

[7] E. Calabi, The space of Kahler metrics, P roc . In ternat . Congress Math . , Ams te rdam 
2 (1954) 206-207. 

[8] , Improper affine hypersphere and generalization of a theorem of K. Jorgens, 

Mich. Math . J. 5 (1958) 105-126. 

[9] H. D. Cao, Deformation of Kahler metrics to Kahler-Einstein metrics on compact 

Kahler manifolds, Invent. Ma th . 8 1 (1985) 359-372. 

[io: 

[11 

[12: 

[13: 

[14 

[15: 

[16 

[17: 

[is: 

[19 : 

, On Harnack's inequalities for the Kahler-Ricci flow, Invent. Ma th . 109 
(1992) 247-263. 

J. Cheeger & D. Ebin, Comparison Theorems in Riemannian Geometry, N o r t h -
Holland Math . Library, Nor th-Hol land, Amste rdam, 1975. 

S. Y. Cheng & S. T . Yau, Differential equations on Riemannian manifolds and 

their geometric applications, Comm. Pure Appl. Ma th . 28 (1975) 333-354. 

C. Croke, Some isoperimetric inequalities and consequences, Ann. Sci. Ecole Norm. 
Sup. 13 (1980). 

D. M. DeTurck, Deforming metrics in direction of their Ricci tensors, J. Differen­
tial Geom. 18 (1983) 157-162. 

P. G. Dixon & J. Esterle, Michael's problem and the Poincaré-Fatou-Bieberbach 

phenomenon, Bull. Amer. Ma th . Soc. 15 (1986) 127-187. 

F . Forstneric & J. P. Rosay, Approximation of biholomorphic mappings by auto­

morphisms ofC n, Invent. Ma th . 112 (1993) 323-349. 

L. W. Green, A theorem of E. Hopf, Michigan Math . J. 5 (1958) 31-34. 

R.E. Greene & H. Wu, Analysis on noncompact Kahler manifolds, P roc . Symp. 
Pure Math . , Amer. Ma th . Soc. 30 (1977). 

, C°° -convex functions and manifolds of positive curvature, Ac ta Math . 
137 (1976) 209-245. 



r i c c i f l o w 219 

[20] , Function theory on manifolds which possess a pole, Lecture Notes in Math . 
Vol. 669, Springer, Berlin, 1979. 

[21] D. Gromoll & W. Meyer, On complete open manifolds of positive curvature, Ann. of 
Math . 90 (1969) 75-90. 

[22] R. S. Hamilton, Three-manifolds with positive Ricci curvature, J. Differential Geom. 
17 (1982) 255-306. 

[23] , Four-manifolds with positive curvature operator, J. Differential Geom. 24 
(1986) 153-179. 

[24] , The Harnack estimate for the Ricci flow, J. Differential Geom. 37 (1993) 
225-243. 

[25] L. Hörmander , An Introduction to Complex Analysis in Several Variables, D. Van 
Nostrand, Princeton, New Jersey, 1966. 

[26] , L estimate and existence theorems for the d operator, Ac ta Math . 113 
(1965) 89-152. 

[27] A. Howard, B. Smyth & H. Wu, On compact Kahler manifolds of nonnegative 

bisectional curvature. I, Ac ta Math . 147 (1981) 51-56. 

[28] G. Huisken, Ricci deformation of the metric on a Riemannian manifold, J. Differ­
ential Geom. 2 1 (1985) 47-62. 

[29] J. J. Kohn & L. Nirenberg, Non-coercive boundary problems, Comm. Pure Appl. 
Ma th . 18 (1965) 443-492. 

[30] P. Li & S. T . Yau, On the parabolic kernel of the Schrodinger operator, Ac ta Math . 
156 (1986) 153-201. 

[31] N. Mok, Y. T . Siu & S. T . Yau, The Poincaré-Lelong equation on complete Kahler 

manifolds, Composit io Math . 4 4 (1981) 183-218. 

[32] N. Mok, An embedding theorem of complete Kahler manifolds of positive bisectional 

curvature onto affine algebraic varieties, Bull. Soc. Ma th . France 112 (1984) 197-
258. 

[33] , The uniformization theorem for compact Kahler manifolds of nonnegative 

holomorphic bisectional curvature, J. Differential Geom. 27 (1988) 179-214. 

[34] S. Mori, Projective manifolds with ample tangent bundles, Ann. of Math . 110 
(1979) 593-606. 

[35] J. Moser, On Harnack's theorem for elliptic differential equations, Comm. Pure 
Appl. Ma th . 14 (1961) 577-591. 

[36] , A Harnack inequality for parabolic differential equations, Comm. Pure 
Appl. Ma th . 17 (1964) 101-134. 



220 w a n - x i o n g shi 

[37] M. H. P ro t t e r & H. F . Weinberger, Maximum principles in differential equations, 
Prentice Hall, Englewood Cliffs, NJ , 1967. 

[38] J. P. Rosay & W. Rudin, Holomorphic maps from C" to C" , Trans . Amer. Ma th . 
Soc. 310 (1988) 47-86. 

[39] R. Schoen & S. T . Yau, Differential Geometry, Academia Sinica Press, Beijing, 
1988. 

[40] W. X. Shi, Deforming the metric on complete Riemannian manifolds, J. Differential 
Geom. 30 (1989) 223-301. 

[41] , Ricci deformation of the metric on complete noncompact Riemannian 

manifolds, J. Differential Geom. 30 (1989) 303-394. 

[42] , Complete noncompact three-manifolds with nonnegative Ricci curvature, 

J. Differential Geom. 29 (1989) 353-360. 

[43] , Ricci deformation of the metric on complete noncompact Kahler manifolds, 
P h . D . thesis, Harvard University, 1990. 

[44] , Complete noncompact Kahler manifolds with positive holomorphic bisec-

tional curvature, Bull. Amer. Ma th . Soc. 2 3 (1990) 437-440. 

[45] J. Simons, On the transitivity of holnomy systems, Ann. of Math . 76 (1962) 2 1 3 -
234. 

[46] Y .T . Siu & S.T. Yau, Compact Kahler manifolds of positive bisectional curvature, 
Invent. Ma th . 59 (1980) 189-204. 

[47] G. Tian, On Calabi 's conjecture for complex surfaces with positive first Chern class, 

Invent. Ma th . 101 (1990) 101-172. 

[48] S.T. Yau, On the Ricci curvature of a compact Kahler manifold and the complex 

Monge-Ampere equation. I, Comm. Pure Appl. Ma th . 31 (1978) 339-411. 

Purdue University, W e s t Lafayet te , IN 


