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1. Introduction

Let X and Y be random variables having Marshall and Olkin's [5]

bivariate exponential (BVE) distribution whose survival function is given by

F(x, y) = P(X > x9 Y>y)

= e x p [ - λγx - λ2y - 20max(x, y)],

where x > 0, y > 0, λ1 > 0, λ2 > 0, and λ0 > 0. This BVE distribution is

derived from supposing that failure is caused by three types of Poisson shocks

on a system containing two components. The problem is to select the better

component with respect to kt(i = 1, 2) which are viewed as the hazard of the

components in lifetime analysis. When λx < λ2, we define that X-component

is better than Y-component and we select X-component. When λ1 > λ2,

Y-component is selected as the better component. The better component has

the larger mean because of E(X) = l/(λ1 + λ0) and E(Y) = l/(λ2 + λ0), that

is, the better component has larger expected survival time. Throughout this

paper, we assume that X-component is better (λ1 < λ2) without loss of

generality.

Hyakutake [4] gave selection procedures Rx and R2, which are based on

a trinomial distribution and the marginal distribution, respectively. By using

the central limit theorem, Hyakutake [4] also gave two-stage sampling schemes

based on Rγ to satisfy probability requirements. However, the probability of

correct selection (CS) of Rx is less than that of R2 for small λ2/λ1 and small

λ0 by Hyakutake [4]. Hence we give the two-stage sampling scheme based

on R2. The marginal distribution of X (or Y) is exponential with parameter

λx + λ0 (or λ2 + λ0). The sample means X and Ϋ are unbiased estimates of

ί/(λί + λ0) and 1/(A2 + Ao), respectively. By this fact, we select X-component

when X > Ϋ The selection procedure by using sample means, namely R2, is

equivalent to the procedure by using moment type estimates of λt (i = 1, 2, 0)

derived by Bemis, Bain and Higgins [3].

In Section 2, some known results for selecting the better component of

BVE distribution are stated. The probability requirement and the sample size
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for the requirement are given in Section 3. In Section 4, we give the two-stage

sampling scheme to satisfy the requirement by normal approximation.

2. Preliminaries

In this section, the outline of Hyakutake [4] is described. Let

{(Xr9 Yr), r = 1, 2, } be a sequence of independent and identical random

vectors having BVE distribution. From Arnold [1] or Awad, Azzam and

Hamdan [2],

P(Xr<Yr) = Pl, P(Xr>Yr) = p2, P(Xr=Yr) = p0,

where p{ = λi/(λί + λ2 + λ0), i = 1, 2, 0. For fixed sample size n, let n l 5 n2

and m denote the number of observations in the regions {x < y}, {x > y} and

{x = y}? respectively, then (nl9n29m) has a trinomial distribution with n and

cell probability (pί9 p2, p0). The procedure R1 is based on n1 and n2, that is,

(2.1) P{CS\R1) = P(n1<n2)

by the assumtion λ1 < λ2. For the procedure Rί9 the sample size satisfying

a probability requirement is given in Hyakutake [4]. The procedure R2 is

based on the sample means, that is,

(2.2) P(CS\R2) = P(X> Ϋ).

By the central limit theorem, [(X — Ϋ) — μ]/[^/σ2/ή] has the standard normal

distribution Af(O, 1) as n -• oo, where

1 1
μ = + λ0 λ2 + λ0

1 , 1 2λ0

(λ1 + λ0) (λ2 + λ0) (λ1 + λo)(λ2 + A Q ) ^ ! + λ2 + AQ)

For large n, Hyakutake [4] has approximated as follows

(2.3) P(CS\R2)*Φ(c),

where Φ( ) is the cumulative distribution function of Λf(O, 1) and

A 2 - λ1 ^ = = ^ = = = =

λί + λ2 + Λo

C =

μ 2 - f A 0 ) 2 -
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3. Requirement and sample size

In this section, we consider two indifference zone approaches and give

the required sample size based on R2 by using the normal approximation of

(2.3). Since the parameters of the BVE distribution may be viewed as scale

parameters, the probability requirement in the indifference zone formulation

is generally stated as

(3.1) P(CS) > P* whenever λ2/λί > <5f,

where P* (1/2 < P* < 1) and δf > 1 are preassigned constants. The problem

is to find the required sample size n satisfying (3.1). Let λ2/λ1 = p2/pχ = δί9

then

c = Sn- P2~Pl

i + Po)2 + (Pi + Po)2 ~ 2po(Pi + Po)(Pi + Po)

2po(l -p0)

which is increasing in <5t > 1 and increasing in p0 (0 < p0 < 1). We find that

by δx > δf > 1 and p0 > 0. Hence (3.1) is satisfied if the sample size n satisfies

(3.2) n>l^±l,},
(δ;- i) 2

where zP is the solution of Φ(zP) = P*.

Next we consider the probability requirement

(3.3) P(CS) > P* whenever 2 + λ° > δξ,
λί + λ0

for fixed P* (1/2 < P* < 1) and δ$ > 1. This requirement is based on the

parameter of the marginal distribution. Let {λ2 + λo)/(λ1 + λ0) = δ2, then

c = Jn

By similar argument for (3.1), the required sample size for (3.3) is

n > z2

P{{δf)2 + ί)/(δξ - I ) 2 , which is same as (3.2).

The above result shows that we can obtain the required sample size which
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is not depend on the parameter λ0. By (3.2), when δf = 2 and P* = 0.9, the

optimum sample size is n = 9, which is not sufficient for normal approximation.

If ,5* (j = l? 2) is not small, we need the exact distribution of X - % or use

the procedure R1 of Hyakutake [4]. By (3.2), when δf = 1.2 and P* = 0.9,

we must take the observations at least n = 101 to satisfy (3.1). This may lead

to over sampling except that X and Y are independent, that is, λ0 = 0 (p0 = 0).

4. Two-stage sampling scheme

We propose two-stage sampling scheme to avoid over sampling. In order

to satisfy requirement (3.1), the sampling scheme R21 based on R2 is as follows:

We first take a sample of size n0, which is noderately large (say, n0 > 30),

from BVE distribution and compute m/n0. Obviously, m/n0 is the muximum

likelihood estimate of p0. Define N1 by

(4.D N,

where [α] denotes the greatest integer not greater than α. Next we take

Nt — n0 additional observations and compute X and Ϋ based on Nι

observations. Since Φ(c) is approximated by

φ(\Nl - ίίl^iί I'"),

which is greater than Φ(zP) by δ1 > δf and (4.1), we have

P(CS\R21)>Φ(zP) = P*.

Hence the two-stage sampling scheme R2ί9 namely (4.1), is satisfies (3.1).

For requirement (3.3), the two-stage sampling scheme R22 is a s follows:

The first stage of the scheme is same as R21. Difine

(4.2) N2 = max j n 0 , z\ _ 2 + 1 >,

where [α] denotes the greatest integer not greater than a. Since Φ(c) is

approximated by

( 3 * _ 1)2 Ίl/2

2 δ\ + 1 - 2δ2m/n0]

it can be shown that Φ(c) > P* by δ2 > (5J and (4.2). Hence the procedure

R22i namely (4.2), satisfies (3.3).
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The proposed two-stage sampling schemes are available for small δf, say

1 < δf < 1.5 (i = 1, 2), because we use the normal approximation for the

procedures. For large δf, the exact distribution, which is difficult to derive,

is needed.
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