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1. Introduction

This paper is concerned with problems of testing the hypotheses (i) for the
equality of covariance matrix to a given matrix, (ii) for the sphericity and (iii) for the
equality of two covariance matrices. When the underlying distribution is normal,
the commonly used tests for testing these hypotheses are the likelihood ratio
( = LR) tests. Anderson [1], Sugiura ([10], [11], [12]) and Nagao ([6], [8]) derived
the asymptoic expansions of their null and non-null distributions. Nagao ([7], [9])
proposed certain test statistics for testing the above hypotheses and derived the
asymptotic expansions of their null and non-null distributions. Hayakawa [3]
proposed a modified Wald statistic for a simple hypothesis when underlying
distribution is more general. He made the comparison of some tests for the problem
(i) under local alternatives.

Let the/7 x 1 vectors Xί9..., XN be a random sample from a normal distribution
with mean vector μ and covariance matrix Σ. The modified LR criterion for testing
the hypothesis 3tf: Σ = Σ0 against the alternatives Jf:Σ φ Σo for some given positive
definite matrix Σo, is given by

(1.1)

whereS=n-ί^=i(Xj

is given by

(1.2)

The test statistic proposed by Nagao [7] is given by

(1.3) r 2 = (/i/2)tr(27i1S-/)2.

These three statistics are the symmetric functions of latent roots of ΣQ XS. Let dί9...,
dp be the latent roots of ΣQ XS. It is seen that (dl9..., dp) is a maximal invariant under
a certain group of transformations (see e.g., Muirhead [5]). We consider a class
C of ststistics

(1.4)
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where the critical region based on T is "Γ>fc" and Q(d) is a function on d>0
satisfying the following assumptions sil~si4.

si I. β(ί/) has a continuous fifth order derivative in a neigh-
borhood of d=l9

si 4. Q'(d)<0 if
β'(έ/)>0 if l<d.

If Jf\ Σ = Σ0 is true, the roots dj should be close to 1. T may be regarded as a
measure of the deviation from the hypothesis by si3 and si4. Without loss of
generality we can impose si 2 under si I, si3 and si4. si Us necessary for obtaining
an asymptotic expansion of the distribution of T. The modified LR test To =
-2 log λ, Wald test T1 and Nagao's T2 belong to C.

In this paper we shall derive the asymptotic expanison of the null and non-null
distributions of test statistics in C. Our purpose is to compare the local powers of
tests on the basis of the expansions. The differences in the powers of all the tests in C
can be explained in terms of q = Q(3) (1). The comparisons reveal no uniform
superiority properties.

2. Asymptotic expansions of the null distribution for Σ=Σ0

We shall give an asymptotic expansion of the null distribution of T given by
(1.4). Without loss of generality we may assume that Σ0 = I. Then /i5has a Wishart
distribution iVp(n, I). Let Y= n1/2 (S— I), then Fis asymptotically normal and the p.
d. f. of the distribution of yean be expressed (see, Siotani, Hayakawa and Fujikoshi
[13]) as

(2.1) / ( F ) = c;1etr{-(l/4)F2}{/ + «- 1/ 2β 1(F) + «-1

where cp = πp(p+ v/*2p{p+3)/* and

(2.2) ρ i (F)=-(l/2)(^+l)trF+(l/6)trF 3 ,

ρ2(F)=(l/2){ρ1(F)}2-(l/24)/7(2/72

+ (1/4) (/?+l)trF2-(l/8)trF4.

Considering a Taylor expansion of Q(d) at d= 1, we can express the statistic Γin
terms of F for large n as

(2.3) T= (l/2)trF2 + (l/6)ί/ |- 1 / 2trF 3

where q = Qi3) (1) and r = β ( 4 ) (1). We shall find the asymptotic expansion of the
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characteristic function of T up to the order n~ι and invert it. The characteristic
function of T can be written as

(2.4) c(t) = *[exp(l/2) (it) tr Y2) {1 + (1/6) (qit) « ' 1 / 2 tr Y3

+ /i-1[(l/72) i

2(ft)2(trF3)2 + (1/24) (rit) trF 4 ]} +o p (/Γ 1 )] .

Using the p.d.f. of Y given by (2.1) and (2.2), we can obtain

(2.5) c(0 = (1 -2zO" / / 2^[l + « " 1 / 2{βi(?) + (1/6) (qit) t r f 3 }

(qit)2(tif*)2 + (l/24) (rit) t rP 4 + Q2(Ϋ)

where / = (1/2)/?(/? +1), Qx(-) and β 2 ( ) are given by (2.2) and Ϋ =(y0) has a
+ l)/2 variate normal distribution with mean zero and cov(jij,jyw)
— 2it)~1(δikδjl + δilδjk). Calculating the expectations in (2.5), we have

(2.6)

where

(2.7) ao=-(l/24)p(2p2

β l = (1/24M2/ + 3/7-1) + (1/48)

-(1/12) (̂  + 2 ) ^ 2 + 3/7 + 4)

α 2 = -(1/24) (<7 + 2)2/>(4/72 + 9/7 + 7)+ (1/12)

+ (l/48)(r-6)/7(2/72

This implies the following theorem.

THEOREM 2.1. Let dl9..., dp be the latent roots O/ΣQ
 λSand let Γ= T (dl9..., dp)

be the statistic given by (1.4). Then the null distribution of T can be expanded for large
n as

(2.8)

where f—p(p-\-\)/2 and the coefficients ajs are given by (2.7).

The asymptotic expansions of To, Tι and T2 are obtained from (2.8) by putting
(a>r)— ("~2, 6), ( — 6, 36) and (0,0), respectively. The asymptotic expansions of the
null and non-null distributions of To, T1 and T2 were obtained by Sugiura ([10],
[11]), Hayakawa [3] and Nagao ([7], [9]), respectively.
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Next we consider Bartlett's [2] adjustment for T. From (2.8) we have

(2.9) S(T) =/+ n-^^

where

(2.10)

+ (r-6)p(2p

Therefore the Bartlett's adjustment factor is given by p — \—hjn and pT has an
expected value closer to that of χ2 than T has, in the sense of S{ρT)—f-\-o{n~1).
Further it holds that under the null hypothesis

(2.11)

where

(2.12) αo=(l/12) (q + 2)p(p2 + 3p + 4) + (1/48) (r-

ά2 = a2, a3 = a3

This shows that Bartlett's adjustment implies P(pT^x) = P(χ/ ̂  x) + o(n~x) if and
only if q = — 2 and r = 6. The LR test To satisfies this property. (2.11) also shows that
the ^-approximation χ2 to T will get worse as \q + 2\ and \r — 6| are large.

3. Asymptotic expansion of the non-null distribution and the comparison of

powers for Σ= Σo

The asymptotic non-null distribution of T depends on the type of alternative
being considered. Here we consider a sequence of alternatives Jfπ: Σ = Σ0(I
+ H" 1 / 2 <9). Under the alternatives JΓn, W=ΣQ-1I2SΣ^112 has a Wishart
distribution κrp(π, /+w" 1 / 2Θ). Let Y=nll2(W-I-n-ll2Θ% then Y is
asymptotically normal and the p.d.f. of the distribution of Y can be expanded (see,
Siotani, Hayakawa and Fujikoshi [13]) as

(3.1) / ( y ) = c; 1etr{-(l/4)F 2} {l+n-u2Q(Y, Θ)}

where cp is given by (2.1) and
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(3.2) Q(Y, Θ)= - (1/2) (p+l)tτθ + (l/2)trY2Θ

-(1/2) G?+l)trF+(l/6)trF 3 .

By the same consideration as in the null case, the characteristic function of T is given

by

(3.3) c(t) = (1 -2iϊΓ//2exp{[)7/2(l -2/?)]trΘ2}

+ /Γ1/2{(1/2)[1 + (q + 2)itat-]tτY2Θ

{l/6)ίqitaf + S(it)3af + 2{it)2af]trΘ3

where f=p(p+l)/2, a,= (l-2it)'1 and F=(j>y) has a/?(p+l)/2 variate normal

distribution with mean zero and co\{yip ykι) = a1(δtkδjk + δilδJk). Calculating the

expectations in (3.3), we have

(3.4) c ( 0 = { Σ ί ^

where the coefficient b/s are given by

(3.5) a o = (1/3)03,

h = -(1/4) (p+1) (q + 2)θ1 - (1/2)03,

62 = (l/4) (P + 1 X 9 + 2 ) 0 ! - ( 1 / 1 2 ) {g+2)-2}0 3 >

6 3 = (1/12) ( ? +2)03,

with ^ = trΘ j . This implies the following theorem.

THEOREM 3.1 Under the sequence of alternatives tfn: Σ = Σ0(I+n~ll2Θ\ the

distribution of T given by (1.4) can be expanded for large n as

(3.6)

where δ = tτΘ2/2 and the coefficient bjs are given by (3.5).

Using the relation

(3.7) P(χ2

f+2(δ)>χ)-1P(χ2

f(δ)>χ) = 2gf+2(χ; δ),

where gf(x; δ) is the p.di. of a noncentral χ2 variate with/degrees of freedom and

noncentrality parameter δ, the power of the test based on T in C follows from

theorem 3.1.



604 Hirofumi WAKAKI

THEOREM 3.2. Under the sequence of alternatives Xn: Σ = Σ0 (/+ n~ll2Θ\ the

power βτ of the test with a level a based on T can be expanded as

(3.8) βτ = βo+ (l/2)n-"2(q + 2)d(Θ, u) + oin-1'2),

where β0 is the power of the test with q= — 2, w is the upper 100α% point of the χ2

distribution and

(3.9) d(θ9 u)=(p+ I)θlgf+Λu; δ)+(lβ)θ3gf+6(u; δ).

Further β0 is given by

(3.10) βo = J>(χ2(δ)>u)+(l/6)n-1t2θ3{2P(χ2(δ)>u)

We note that the power of the modified LR test is expanded as β0 in (3.10). The

sign of d(Θ, u) depends on Θ and w, and no one statistic is uniformly superior to the

remainder in the sense of the comparisons of powers up to the order n ~1/2. If d(Θ, u)

> 0, the test with larger q than - 2 is preferable, but such a test is very poor for the

alternatives such that d(Θ9 u) < 0. Similarly if d(Θ, u) < 0, the test with smaller q than

— 2 is preferable, but such a test is very poor for the alternatives such that d(Θ, u)

>0. In practice, we will hesitate to recommend such a tests with larger values of \q

+ 2| because the approximation to the distribution of T will be worse as \q + 2\ is

large, and we do not know that d(Θ, u) is positive or negative. Some sufficient

conditions for d(Θ, u)>0 and d(Θ, u)<0 are given as follows.

(a) If Θ is positive (negative) semidefinite, then d(Θ, u)>0 {< 0),

for all u.

(ό) If 0 3 < 0 and 3(/+4) (p+l)01H-wθ3>O, then d{Θ,u)>0.

(c) If 0 3 > 0 and 3(/+4) ( p + l ) 0 1 + w 0 3 < O , then d(Θ, w)<0.

The conditions (ό) and (c) are obtained by expressing the noncentral χ2 — density as

a Poisson mixture of central χ2 — densities.

4. A class of test statistics for sphericity

Let the/? x 1 vectors Xί9...,XNbea. random sample from a normal distribution

with mean μ and covariance matrix Σ, and let du...,dp be the latent roots oϊpS/tτS,

whereS^-^o^ -;?) ^

maximal invariant under a certain group of transformations (see, Muirhead [5]).

For the sphericity hypothesis Jf: Σ = σ2/against the alternatives X: Σ Φ σ2/, where

σ2 is unspecified, we consider the same class C of test statistics as in the problem (i),

i.e.,



Class of tests for covariance matrices 605

(4.1) T=nΣS

where Q{d) satisfies the same assumptions $4\ ~ J/4 as in (1.4). The LR test statistic
To and a test statistic Tx proposed by Nagao [7] are defined by Q{d) = d— 1 — \ogd
and (d— 1 )2/2, respectively, but Wald statistic

(4.2) T2 = (ί/2)n{p-(trS-ι)2/tτS-2}

dose not belong to C. In this section we shall give the asymptotic expansion of the
null distribution of T. Without loss of generality we may assume that σ2 = 1. Then
nS has a Wishart distribution Ψ~p(n, I). By expressing T with Y=nll2(S-I), we
have

(4.3) Γ=(l/2){trF 2-/7- 1(trF) 2}

where

(4.4) RΛY) = (l/6)<?trF3- (1/2) (q + Dp-'itTY) (trF 2)

R2(Y)= ( l/24)rtrF 4 - (1/6) (r+S^Jp-^try) (trF 3)

+ (1/4)

with q=Qi3) (1) and r = β ( 4 ) (1). Using the p.di. of F given by (2.1) and (2.2), the
characteristic function of T can be expanded as

(4.5) c(t)=(l

where /=(/>-1) (p + 2)/2 and

(4.6) ao=- (1/24) (2/>

(1/48) (r-6)

(1/48)

(r-6)

(1/24)<?(<? +2) (p3 + 3p2 - 8/>-12 +
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This implies the following theorem.

THEOREM 4.1. Let du...9 dp be the latent roots ofpSj MS and let T= T(du...,
dp) be the statistic given by (4.1). Then the null distribution of T can be expanded for
large n as

(4.7)

where f=(p — 1) (/? + 2)/2 and the coefficient a s are given by (4.6).

From (4.7), the Bartlett's adjustment factor is given by

(4.8) + ( r - 6 ) (2/73 + 5/72-7/7 — 12 +12/7~x)

+ 4(4 + 2) (/73 + 3/72-8/7-12+16/7-%

and under the null hypothesis

(4.9)

where

+ (1/12) (q + 2) (p3 + 3/72-8/7-12+16/7"1).

(4.10) ά= -(1/24) (r-6) (2p3 + 5/72-7/7-12+12/7"1)

+ (1/48) (q + 2) (q-6)

This shows that Bartlett's adjustment implies P (p Γ^ x) = P (χj < x) + o (n ~x) if and
only if q= —2 and r = 6. The LR test To satisfies this property.

5. Asymptotic expansion of the non-null distribution and the comparison of

powers for sphericity

We shall compare the powers of test statistics in C under the sequence of
alternatives Jfn: Σ = σ2(l+n~1/2Θ), using the asymptotic expansions of the non-
null distributions. Under the alternatives Jfn, ^ = σ ~ 2 5 h a s a Wishart distribution
iTp(n, /+"1 / 2<9). Let Y=n1/2(W-I-n-1/2Θ), then Fis asymptotically normal
and the p.d.f. of Fis given by (3.1) and (3.2). By the same method as in Section 3, we
obtain the following theorem.
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THEOREM 5.1. Under the sequence of alternatives JΓΠ: Σ = σ2(I+n~ 1/26>), the

distribution of T given by (4.1) can be expanded for large n as

(5.1)

where / = (/?— 1) (/? + 2)/2, δ = ύ@2/2 and the coefficient b/s are given by

(5.2) fco = (l/6)tr[(30

bx = -(l/2)ti(θ82),

b2=-(l/12)qtr&\

withh & = Θ - (trΘ)/?~*/.

The asymptotic expansions of the distributions of To and 7\ are obtained from

(4.7) and (5.1) by putting (q, r ) = ( - 2 , 6 ) and (0, 0), respectively.

The power function of the test Γcan be expanded as in the following theorem,

by using (4.7), (5.1) and (3.7).

THEOREM 5.2. Under the sequence of alternatives tfn: Σ = σ2(I+n~ 1/2<9), the

power βτ of the test with a level cc based on T in C can be expanded as

(5.3) βτ = β0+(l/6)n-1>2(q + 2)tτ&gf+6{u,δ) + o{n-112),

where β0 is the power of the test with q = Q{3) (1) = — 2, u is the upper 100α% point of

the χ2 distribution. β0 is given by

(5.4) βo = J>(χ2(δ)>u)+ {l/3)n-v2{tr&gf+4(u9 δ)

Theorem 5.2 shows that if tr & > 0, the test with larger q than — 2 is preferable

and that if tr & < 0, the test with smaller q than — 2 is preferable. This agrees with the

results of Harris and Peers [4].

6. A class of test statistics for the equality of two covariance matrices

In this section we consider the problem (iii) of testing the equality of two

covariance matrices. Let the/? x 1 vectors Xil9..., Xίm) be a random sample from a

normal distribuution with mean μt and covariance matrix 27£ (i= 1, 2), and let

du..., dp be the latent roots of S2

 1Sί where Si = nrίγj^0(Xij-Xi)(Xij-Xi)\
^^oXij and n^Niή-l. We consider a class C of test statistics
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(6.1) T^nk&lS^Qidj),

where n = n1+n2, k^njn, the critical region based on T is "T>k" and Q(d)

satisfies the same assumptions $4\ ~ s/4 as in (1.4). The modified LR test statistic To

and Nagao's [7] satistic 7\ are defined by Q(d) = {log(k1d+k2)-k1logd}/k1k2

and ( d - l)2/2(fc1rf+Λ2)
2> respectively.

By the same consideration as in the problem (i) and (ii), the asymptotic

expansions of the null and the non-null distribution of Tare obtained. We state the

results and proofs are omitted. The expansion of the null distribution is given in the

following theorem.

THEOREM 6.1. Let dl9...,dp be the latent roots ofS2

1Sι and let T=T(du...,

dp) be the statistic given by (6.1). Then the null distribution of T can be expanded for

large n as

(6.2)

where f=p(p+1)/2 and the coefficients ajs are given by

(6.3) βo = (l/24) {l-(M^Γ>(2/>2 + 3/>-l)

β l = -(1/24) {l-(k1k2)-ί}p(2pi + 3/7-1)

-(1/12) (M2Γ

+ (1/48) (k1k2Γ

= (1/12) (k1k2

- (1/24) (kι

α 3 = (1/48) (k1k2Γ

with q = Q(3) (1) andr = Qw (1).

From (6.2), the Bartlett's adjustment factor is given by

(6.4) P = l - ( l / 2 4 ) n - 1 ( f k 1 i

+ 4(q + 2k1+2)

and under the null hypothesis Jf: ΣX = Σ2,
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(6.5)

where

(6.6) So = (1/12) (k1

+ (1/48)

(1/48)

This shows that Bartlett's adjustment implies P (p T^ x) = P (χj^ x) + o(n ~Λ) if and

only if q = -2(kx +1) and r = 6{k\ + kx +1). The modified LR test To satisfies this

property.

For expanding the non-null distribution of Γ, we cosnsider the sequence of

alternatives Jfn: Σ2

1/2Σ1Σ2

ι/2 = I+n~1/2Θ. The asymptotic expansion of the

distribution of T under JΓΠ is given in the following theorem.

THEOREM6.2 Under the sequence of alternatives C/Cn: Σ2

ί/2Σ1Σ2

1I2 = I

+ n~ll2Θ, the distribution of T given by (6.1) can be expanded for large n as

(6.7)

where f=p(p+2)/2, δ = k1k2θ2/2 and the coefficient bj's are given by

(6.8) δo = (l/6)*i*2(2-*i)03,

b, = - (1/4) ( ί + 2 ^ + 2) (p+l)θx - ^

(q + 2kί+2)(p+l)θ1

(l/l2){2k1k2(l-2k1)-k1k2(

with θJ = tτΘi.

The asymptotic expansions of the null and the non-null distributions of To and

Tx are obtained from (6.2) and (6.7) by putting (q, r)=(-2k1-2, 6[fc? + ̂  + 1])

and (—6fc1; 36Λ;f), respectively. These special cases have been treated by Anderson

[1] and Nagao ([7], [8]).

The power function of the test Γcan be expanded as in the following theorem,
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by using (6.2), (6.7) and (3.7).

THEOREM 6.3 Under the sequence of alternatives jfn: ΣϊίΣ1Σϊ1/2 =

+ n~1/2Θ, the power βτ of the test with a level α based on T can be expanded as

(6.9) βτ = βo + (l/2)n-lf2kίk2(q + 2k1+2)d(Θi u) + o(«-1/2),

where d(Θ, u) is the same as in (3.9), and β0 is the power of the test with q = — 2(k1 + 1 )

and is given by

(6.10) βo

Theorem 6.3 shows that the results on the power comparisons of tests in C are

the same as the ones in Section 3.
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