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1. Introduction

The so-called integer linear programming problem is described as follows;
Given integers

(1.1) aip bt and cp 1 ^ i ^ m, 1 ^ j' ^ n,

find non-negative integers x1,...,xn such that YJ%ICJXJ
 t a^es the maximum

value under the constraints

(1.2) IZ=i«tjXj^t>t> i=h...,rn-

Various methods for solving this problem have been discussed in
[3, 5, 11, 18, 20, 22, 24]. Especially, useful methods are exploited in
[9, 10, 13, 14, 17, 35] for 2-valued problems in which aip Xj are supposed to
belong to {0, 1}. The 2-valued problems can be applied to various problems
concerning graphs, networks, and so on.

In this paper we are concerned with the following four types of integer
problems:

Integer Selection Problem, or shortly ISP: Let n, fc, m1?..., mk be positive
integers and let ar

ip br
h cp 1 ^ i ^ mr, 1 ^ r ^ fc, 1 ^ j g n and z be given

integers. Find an integer r with l ^ r ^ / c and non-negative integers xl9..., xn

satisfying

3-valued Problem: Given integers atje{— 1,0, 1} and bt stated in (1.1),
find x 1 , . . . ,xB6{0, 1} satisfying (1.2).

Indeterminate Coefficient Problem, or shortly IDCP: Let m, n, p and q be
positive integers, aip bt integers given in (1.1), and let gsh djte{ — 1, 0, 1} and £st,
1 S $ ^ P, 1 ^ t ^ q be given integers. Find non-negative integers xj and
yijE{0, 1} satisfying

=h...,m a n d

t ^ **> 8=l,...,p9t= l,...9q.
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IDCP with boundedness conditions: Given integers Uj ̂  0, 1 ^ j ^ n9 solve
the IDCP under the boundedness conditions Xj ^ uj9 j = 1,... , n.

The first problem is a modification of the problem of "selection from
several regions" due to Dantzig [11].

The main objective in this paper is to show that the two problems ISP and
IDCP are equivalent, and that any IDCP with boundedness conditions is
reduced to a 3-valued problem, as stated below:

THEOREM A. Any solution of a given ISP (resp. IDCP and IDCP with
boundedness conditions) is derived from solutions of the associated IDCP (resp.
ISP and 3-valued problem) and vice versa.

This is proved by combining Theorems 1 and 2 given in Section 2 and
Theorem 3 stated in Section 3.

In order to state the second result on the 3-valued problem for given
integers atje { — 1, 0, 1} and bi9 1 ^ i^ m, 1 ^ j " ^ n, we introduce two notions:
We say that a subset J' of J = {1 , . . . , n) is weakly (resp. strongly) removable, if
for each jeJ' there exists fe{l, . . . ,m} satisfying

atj ^ 0 (resp. atJ = 1) and Yj*j-r aih > bi ~ ai^

and we say that J' is maximal if J ' u {k} for any keJ — J' is not weakly (resp.
strongly) removable. Using the above terminologies, we may state the
following result which provides useful necessary conditions for the existence of
solutions of 3-valued problems:

THEOREM B. Let xu...,xnbea solution of the 3-valued problem formulated
for a(j and bt.

(i) If there are no solutions yu..., yne{0, 1} such that {j\yj = 1} = {j\Xj
= 1} U {k} for k with xk = 0, then the subset {j\x} = 0} is maximal as a weakly
removable set and also maximal as a strongly removable set.

(ii) If b( < 0 for any i and the inequality

I,w- -r U= i «« > L" i K J- = {/Elx «y < 0}

holds for a subset J' of {1 , . . . , n}, then Xj = 1 for some jeJ'.

We note that we may assume bt < 0 in (ii) without loss of generality. See
the first part of Section 4.

An indeterminate coefficient problem with boundedness conditions arose in
the study of the problems of inventory controls, production planning problems
and so on. Theorem A shows that these problems can be treated as special
cases of the 3-valued problem. In the forthcoming paper we shall discuss these
problems by applying Theorem B.
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This paper is organized as follows. In Section 2 the relationship between
the integer selection problem and the indeterminate coefficient problem is
discussed. In Section 3 indeterminate coefficient problems and 3-valued
problems are treated. Finally, various conditions for the existence of solutions
of the 3-valued problems are investigated in Section 4.

2. Integer Programming Problems

In this section, we consider a problem of finding an integer vector satisfying
various integer constraints which we call IEP (see Definition 1 below). We
show that any integer selection problem ISP introduced in Section 1 can be
regarded as a special case of the IEP. We also introduce a kind of non-linear
integer problem called an indeterminate coefficient problem, or shortly IDCP,
and consider the relationship between IDCP and ISP.

We introduce some notation which we employ throughout this paper. We
denote by [Pi , . . . ,pm ] the m-dimensional row vector x, and x* stands for the
transposed vector of JC. For the same dimensional vector x and y, xy denotes
the usual inner product of x and y.

For a given integer p and two positive integers m and n, [p]m>n and [_p~]m

denote the m x n matrix whose components are all equal to p and m-
dimensional row vector such that all the components are equal to p,
respectively. For an m x n matrix A and an m x k matrix B, [A B~\ denotes the
m x (n + k) block matrix. Similarly, for an m x n matrix A and a k x n matrix

B, we denote by the (m + k) x n block matrix: the first m rows form the

matrix A and the last k rows form the matrix B.
We denote by Z and Z+ the set of all integers and the set of all non-

negative integers, respectively.

DEFINITION 1. Let X be a subspace of n-dimensional space Zn, /
= [ / i>->/m] a Zm-valued function on X and let g be an integer-valued
function on X. The integer existence problem IEP (n, m, X9 / , g\ or shortly
IEP, is a problem of finding a vector x of X such that g(x) = 0 and/^x) ^ 0 for
i = 1,..., m. The function g is called an objective function.

In what follows, we denote the class of all the integer existence problems
introduced above by ^ . For IEP(n, m, X,f, g), we write ^(IEP(n, m, X,f, g)\
or shortly ¥ (IEP), for the set of all solutions of IEP(n, m, XJ, g).

REMARK 1. An integer existence problem represented by IEP(n, m, X , / , g)
is equivalent to a problem of finding a feasible solution of an integer
programming problem such that the constraints are given by ft(x) ^ 0,
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i= 1, ...,m, where ft is the i-th component function of/ and such that the
associated objective function is gc(x) = g(x) — c for some integer c.

We here give two typical examples of the integer existence problems.

EXAMPLE 1. Consider IEP(n, m, X , / g) in which

X = Z\, f= Uu ... , / J , /,(*) = £J_ l aijXj - bt for i = 1,..., m,

and

where afj, bf, c,-, i = 1,..., m, j = 1,..., w and c are given integers and Xj denotes
the 7-th component of x. Then any element x e 9* (IEP (n, m, X, / , g)) is a
feasible solution of the linear integer programming problem to find an element
x e Z + at which g(x) is maximized subject to the constraints ft(x) ^ bi9 i
= 1,..., m.

EXAMPLE 2. Take the same region X and functions / i , . . . , / m as in
Example 1, and define a new objective function g(x) given by

where qtj are integers. In this case the associated problem IEP(n, m, X,f, g)
corresponds to so-called quadratic programming problem.

DEFINITION 2. Consider two integer existence problems P and P' in the
class 9. We say that P is stronger than P\ and write P <P\ if the existence of
a solution of P implies that of a solution of P'.

In particular, P' <P and P < P' are valid for a pair of problems P and P'
in the class ^ , then P and P' are said to be equivalent and, in this case, we write
P~P'.

Let ^ ! and 0>2 be two subclasses of 0*. If there is a mapping (p from ^ \
into 0*2 s u ch ^a t P ~ cp(P) for any problem P in the class &>l9 we write

The following is a modification of the problem of "selection from several
regions" due to Dantzig [11, 12].

DEFINITION 3. Let n, fc, ml9...,mk be positive integers. Given integers

(2.1) ar
ip br

h cj9 1 ^ i ^ mr, 1 ^ r ^ fc, 1 ^ j g n, and z,

the integer selection problem, or shortly ISP, is a problem of finding an integer r
with 1 ^ r ^ fc and non-negative integers x1 ? . . . , xn satisfying
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Y!j= i cjxj = z a n d Zj= i auxj = bri for / = 1 , . . . , mr.

We write ISP (n, fe, m, 91, b, c, z) for the integer selection problem
associated with

(2.2)
m = \ml9..., Ar =

where mr, â -, bj and c7- are integers appearing in (2.1). By means of these
symbols the ISP is rewritten as the problem of finding an integer r and a vector
xeZ\ satisfying

ex = z and Arx
l ^ b\.

In what follows, the symbol 0>s stands for the class of all integer selection
problems. For ISP(n, fe, m, 81, b, c, z) we write ^(ISPfa, fc, m, 81, b, c, z)\ or
shortly £f (ISP), for the set of all pairs of an integer r and an n-dimensional
vector x which provides a solution of the ISP.

We here give a simple example of the integer selection problem and its
solutions.

EXAMPLE 3. Let Al9 A2, bu b2 and c be defined by

1 - 1 0

-1 1 - 1

1 - 1 1

= b2 = [0, 0, 0],

A7 =

- 1 1 0

1 - 1 - 1

1 1 1 J

c = [1, 1, 0].

Then

<f (ISP(3,2, [3,3], \AU A2\ lbu A2], c, z))

= {[ii, z - M, \z - 2II | ] | M G Z + , II ^ z}.

PROPOSITION 1. 4̂« integer selection problem is an integer existence
problem.

PROOF. Consider an ISP for the integers given in (2.1). One can define a
subspace Dr of n-dimensional space Zn by

D r = { [ x 1 , . . . , x j G Z - + | ^ = 1 ^ x ^ 6 J , l ^ i ^ m r } , r = l , . . . , f c ,

and formulate a problem IEP(n, 1, Ur=i A-> [/]> 6̂ ) f° r the function f(x) = 0
and g(x) = ex — z. Then we have

& (ISP) = {(r, JC) I x e ^ (IEP), x e Dr] and



432 Masahide OHTOMO

Sf (IEP) = {x I (r, x) e S? (ISP)}.

This shows that the ISP with respect to (2.1) is regarded as the
IEP(n, 1, U?=i A-> [/]> G)' This proves the proposition.

DEFINITION 4. Let m, n, p and q be positive integers. Take the integers

(2.3) aip bi9 gsie{- 1, 0, 1}, djte{- 1, 0, 1} and £steZ

for 1 g i ̂  m, 1 ̂  j ; ^ n, 1 g 5 ̂  p and 1 ̂  t ̂  g. The indeterminate coefficient
problem, or shortly IDCP, is a problem of finding integers Xj ̂  0 and y{je {0, 1}
satisfying

Yj=iaijyijxj^bi a n d I

for 1 g i g m, 1 ̂  s ̂  p and 1 ̂ t ̂  q.

Z"=i

The IDCP for the integers given in (2.3) may be formulated in terms of
integer matrices in the following way: Find an n-dimensional vector x of non-
negative integers and an m x n 0-1 matrix Y = [ytj\ satisfying

£V and GYD ̂  L,

where

(2.4) A = = [d j , L= [^J

and A°Y denotes the m x n matrix [flyj'y].
In what follows, we write IDCP(n, m, p, ̂ f, A, A, G, D, L) for the IDCP with

respect to (2.4). We denote by <& (G, D, L) the set of all 0-1 matrices which
satisfy the inequality GYD ̂  L, and by Sf (IDCP(n, m, p, q, A, b, G, D, L)), or
shortly «Ŝ  (IDCP), the set of all pairs x and 7 which give solutions of the
IDCP. The symbol 0>ID stands for the class of all indeterminate coefficient
problems.

The following is an example of the indeterminate coefficient problem and
its solutions.

EXAMPLE 4. Consider the problem IDCP (3,4, 5, 8, A, b, G, D, L) for the
matrices and the vector

A =

1

- 1

1

- 1

1

- 1

- 1

1

- 1 -
1

0

0 -

b = [0,0, 0,0], G =

1

0

- 1

1

0

0

1

0

- 1

1

0

1

0

0

o J



Reduction of some integer programming problems 433

D =

Then

- 1

1

_ 1

- 1

- 1

- 1 -

h D, L)

0 1

0 - 1

- 1 0

r

L =

- 1

1

0

1

4

3

0

2

3

0

1

- 1

-

-

0

0

0

1

—

4

3

0

1

0

1

0

1

-

r
l

0

0

]I -

0

2

1

0

0

0

2

0

0

1

0

" 0

0

1

- 0

0

1

0 -

2

0

0

0

0

1

1

1

0

2 2

•0 1

0 0

1 0

0 1

1 "

1

1

0 -

o -
- 1

0

0

0 -

and

^(IDCP (3,4,5,8, A, b, G,D,L))

= {(x, Y)\x = [u, v, max{u, »}], u, veZ+, YeW(G, D, L)}.

PROPOSITION 2. An indeterminate coefficient problem is an integer existence
problem.

PROOF. Consider an IDCP for the integers given in (2.3). One can
formulate the integer existence problem IEP (n\ m\ W, / , g) for the integers n'
= n + mn and m' = m + pq, the subspace W= Z\ x {0, l}mn of Zn\ the Zm-

valued function / = [/01,..., fOm, fll9.
g(w) = 0, where

fiv->fpD-">fpq] and the function

for 1 ;g i: ;g m,

for 1 ̂  s ^ p and 1 ̂  t ^ q.

Suppose that a pair of a vector [x l 5 . . . , x j and an m x n matrix [yy] is a
solution of the IDCP. Then the vector [x1 ? . . . , xn, yll9..., )>!„,..., ym i , . . . , ymJ
is a solution of the IEP. Conversely, for a solution [w l 5 . . . , w n + m j of the IEP,
the pair of the vector [wl9..., w j and the matrix [^y] with y0- = w£n+j is a
solution of the IDCP. This shows that the IDCP with respect to (2.3) is
regarded as the IEP(nr, m', W,f, g). The proof is now complete.
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In order to state the relationship between the class of ISPs and the class of
IDCPs, we introduce the modified problem called IDCPs associated with
ISPs. To formulate the problem, we introduce some notation: We write /„
for the n x n identity matrix. We also write Jn = [_juv~] for the n x n matrix
such that

— 1 if u = v for v = 1,..., n9

1 if u = v + 1 for v = 1,..., n — 1,

1 if u = 1 and v = n,

0 otherwise.

For a positive integer n, E(n) denote the vector [—1, [()]„_!]. For k positive
integers ml9..., mk and m = YA = I mh r(mu ..., mk) denotes the (2m + 5) x (m
+ 4) matrix of the form

Juv

~" -*m + 4

L Sim,) ... S(mk) [0]4

where rt(ml9...9 mk) = [rn(ml9..., mk)... rik(mu..., mk)] and

(2.5) tl,...,mk) =
if

Given an integer n we write zl(n) for the matrix [/„ J J . Furthermore, for any
pair of positive integers m and n, A (m, n) denotes the (2m + 5) x 2n matrix of
the form

[0]2m,B

[-11M

- 3(n)

[0]2m,B

[0]*..

[0] ,

We now state the definition of the IDCP associated with an integer selection
problem.

DEFINITION 5. Consider the problem ISP(n, k, m, 91, b, c, z) for m
= [»«! m j , 21 = IAU..., AJ , b = [A1;..., 4 J , A, = [ a y , Ar = K , . . . , &U
and c = [c l 5 . . . , cn]. The indeterminate coefficient problem associated with the
ISP is the problem IDCP(n', rri, p, q, A, b, G, D, L) in which
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(1) m = £*= 1mn ri = n+ 1, rri = m + 4, p = 2m + 5, q = In + 2,
(2) A is the m' x ri matrix whose f-th row afj|c is given by

«(* = •

(3)

(4)

(5)

(6)

Ki , •

[ C i . . .

[-ex

[[O]n,

[[0]],

* = [[0]m ,

G = r(mu

D = A{n +

L = A(m, n

1]

z, -

..., n

1),

+ 1)

»> -

0]

- c .

1]

z, 1,

, 0 ]

- i ] ,

if i

if i

if i

if i

if i

= !*=

= m +

= m +

= m +

= m +

1,

2,

3,

4,

u, 1 ^ r ^ ^ u ^ mr,

The IDCP associated with an ISP is an indeterminate coefficient problem
in the sence that A can be taken as the rri x ri matrix of integers, b as the ri-
dimensional vector of integers, G as the p x rri matrix r(mu...,mk) of {
— 1, 0, 1}, D as the ri x q matrix A(n + 1) of {— 1, 0, 1} and Lean be taken as
the p x q matrix A(m, n + 1) of integers.

The following lemma is particularly important for proving Lemmas 2 and
3.

LEMMA 1. Let ml9..., mk and n be positive integers, m = Yl = i mh and let Y
be an (m + 4) x (n + 1) matrix. Then Ye<2/(r(mu ..., mk\ A(n+ 1), A(m, n
+ 1)) if and only if Y is of the form

(2.6) y =

where phe{0, 1}, 1 ^ h ^ k, and pr = 1 /or some r w/i/i 1 ^ r ^ He.

PROOF. Since Y is a (]>]£=i mh + 4) x (n + 1) matrix, we can write it as the
block matrix

(2.7) y =

1k + l
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where Yh is an mh x (n + 1) matrix for h = 1,.. . , k and Yk+1 is a 4 x (n + 1)
matrix. In view of the definitions of r{mu..., mk) and A(n + 1), we have

r ( m 1 ? . . . , mk) Yz/(n + 1)

-Yt k + i.

Y* 5Y;
' n + l

for

for

for

for

h=l,..

h=l,..

h=l,..

/> = !,..

.,k,

.,k,

.,k,

.,k,

Hence, Ybelongs to ^ ( r ( m l 5 . . . , mk\ A(n + 1), A(m,n + 1)) if and only if the
submatrices Yl9..., Yk+1 satisfy the following inequalities;

(2.8) Jmh\^ [0]mh,n+l

(2.9) J Y J < [0]

(no) - i^[o;L, n + 1

(2.11) - Yh J n + 1 ^ [0]mh>n+1

(2.12) - Yk+1 g [ - l ] 4 , n + 1 ,

(2.13) - l i + 1 ^ + 1 S [ 0 ] 4 , B + i ,

Let y?; denote the (i, 7>component of the matrix Yh. We first suppose that Yh

= Mmh,n+i for 1 ^ h ^ fc and 7k + 1 = [ l]4 ,w + i , where ^ G { 0 , 1} and pr = 1 for
some r with 1 ^ r ^ fe. From the simple calculation for Jmh Yh, we have

for ; =

for i =

+ l , and

7 = 1,... , n

This shows that JmhYh = [0]OTh>ll+1 for h = 1,.. . , k. Similarly, we have Yh Jn+l

= [0]mh,w+i for fc = 1,.. . , it + 1. Therefore, the inequalities (2.8), (2.9), (2.11),
(2.13) and (2.15) hold. Since any element of Y is 1 or 0, it follows that the
inequality (2.10) is valid. From Yk+1 = [ l ] 4 > n + 1 , we immediately obtain the
inequality (2.12). Recalling that pr = 1 for some r, we have
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This implies that the inequality (2.14) is valid. Thus, Ye<&(r(mu...,mk\
A(n+\\ A(m9n 4-1)).

Conversely, we suppose that a matrix Yis an element of ^ (r (m l 5 . . . , mk),
A(n + 1), A(m,n+ 1)). Then, Yl9..., 7fc+1 satisfy the inequalities (2.8) through
(2.15). From (2.8), we see that

for 1 ^ 7 ' ^ n + 1 and 1 ^ h ^ k. These inequalities together imply that any
column of Yh is equal to [ 0 ] ^ or [l]^h . On the other hand, by (2.11), we have

for i = 1,..., mh and h = 1,.. . , k + 1, i.e., any row of Yh is equal to [0],,+ 1 or
[l]«+i- Therefore, it follows that either i; = [0]mh>n+1 or [ l ] m h , n + 1 for h
= 1,... , k. Moreover, the inequality (2.14) implies that at least one element in
{y\u • • > /n}> say / n , is equal to 1. Thus, we have Yr = [ l ] m r , n + 1 for such an
r. Finally, Yk+1 = [ l ] 4 , n + 1 , since Yk+1 satisfies the inequality (2.12). This
completes the proof of Lemma 1.

LEMMA 2. Let a pair of an integer r and a vector x be a solution of
ISP(n, k, m, 91, b, c, z), where m, 91, b and c are given by (2.2). Put w = [JC, 1]
and let the matrix Y be given by (2.6) in which pr=l and pt = 0 for 1 ^ i ^ k
with i # r. Then the pair of w and Y gives a solution of the WCP associated
with the ISP.

PROOF. Let the IDCP associated with the ISP be specified by IDCP
{n + 1, m + 4, 2m + 5, In + 2, A, A, r(ml9...9 mk), A(n+ 1), A(m,n+ 1)), where
the matrix A is given in Definition 5 and m = £* = 1 mh. Let a^ and y^ be the
i-th row of A and Y, respectively. Then it follows from Lemma 1 that
Ye <& {r(mu..., mk\ A(n+ 1), A(m,n+ 1)). Moreover in view of the definition
of Y, we have

^i*) • w = 0 for i < s or s + mr + 1 ^ i ^ m,

= «!••* = «?-*,*•* - b'-s ^ 0 for s + 1 ^ i ^ s + mr,

where 5 = ££~ * mfc and oj* is the ;-th row of Ar. On the other hand, for i ^ m
+ 1, the equations ex = z and w = [JC, 1] imply the four inequalities below:

(*m+l.*°ym+l.*)-W = C'X£z>
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Since A = [[0]m, z, - z, 1, - 1], it follows that (A °Y)wl ^ V. Thus, the proof
of Lemma 2 is completed.

LEMMA 3. Let m, SI, b and c be given by (2.2), and let IDCP(n + 1, m + 4,
2m + 5,2n + 2, A, A, r (m 1 ? . . . , mk), A(n+\\ A(m,n + \)) be the IDCP
associated with ISP(n, fc, m, SI, b, c, z). //" a pair of w = [wu ..., ww + 1] awrf a
matrix Y is a solution of the IDCP, then there is an integer r such that 1 ̂  r ^ fe,
r w determined by Y, and a pair of r and x = [w l 5 . . . , w j g/tray « solution of the
ISP.

PROOF. Since 7e ®f ( r(m1 ? . . . , mfc), J (n + 1), A(m,n+ 1)), Lemma 1
implies that there exists an integer r such that Y is of the form (2.6) in which pr

= 1. Let s = X U l mh- Since (A ° Y)wl ^ £', we get

(2.16) 0 ^ ( a s + M °^S + M ) - M> = as+J>J|c w = «£„ Ac - ^ww + 1 ,

for 1 ̂ ; ' ^ mr, where aJ>5 aj+ and j J S | e denote the ;-th row of A, Ar and Y,
respectively. Comparing the (m + l)-th and (m + 2)-th components of the both
sides of (A° Y)w* ̂  b\ we have

(2.17) z ^ (am + 1 > 5 | c°jm + 1 > j - w = am+1 ̂ - w = ex and

( 2 . 1 8 ) - Z ̂  (flw + 2f1|« ° J m + 2 , • ) * W = «m + 2 ,* ' W = - C- AC.

Similarly, taking the (m + 3)-th and (m + 4)-th components of the both sides of
(A ° 7)jcr ^ Af into account, we have

(2.19) w.+ 1 = l.

Hence, combining (2.16) through (2.19), we have

Arx* ̂  br and ex = z.

This completes the proof of Lemma 3.

Combining the above-mentioned results we obtain the first main result.

THEOREM 1. Any integer selection problem is equivalent to some
indeterminate coefficient problem.

PROOF. For each problem P in the class 0>s we assign cp(P) in the class
0>ID which is associated with the problem P. Then cp defines a mapping from
^ s into ^ID. In view of Definition 5, the mapping cp is well-defined. It then
follows from Lemmas 2 and 3 that both P<q>(P) and cp{P)<P are
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valid. This completes the proof of Theorem 1.

Let (r, x) be a solution of an ISP. By Lemma 2, we get a solution (w, Y)
of the IDCP associated with the ISP. Lemma 3 shows that the solution (r, x)
can be constructed from (w, Y). This implies that any solution of an ISP is
obtained through a solution of the associated IDCP. On the other hand, for
any solution (JC, Y) of an IDCP, the matrix Y is given by (2.6) (and so Y is of
the form (2.7)) and there exist r1? . . . , rs in {1 , . . . , fe} such that pr. = 1, i = 1,..., s.
Hence the solution (JC, Y) is constructed from solutions (rl5 x) , . . . , (rs, JC) of the
ISP associated with the IDCP. Hence, any solution of an IDCP which is
associated with an ISP is constructed from solutions of the ISP. This is
nothing but the first assertion of Theorem A stated in Section 1.

In order to show the converse of Theorem 1, we formulate a problem ISP
associated with an IDCP. The following notation is used to state the problem.

For a positive integer m, we denote by S$m the set of all sequences of
integers 77 = ( i \ , . . . , ip) where 1 ^ i1 < ••• < ip ^ m. The sumbol | ^} m | means
the number of elements of ^Sm, |77| is the length of the sequence 77. The length
of the sequence which has no elements is defined to be 0. Two sequences TI1

= (h>-->*p) a n d Hi = iJi9'"9Jm-p) °f P̂m a r e s aid to be complemented if
{*i> • • • J ip} U { j i , . . . , jm-p} = {1 , . . . , m} holds. The complement of 77 is denoted
by 77*.

For k x m matrix A and 77e^m , II(A) denotes that

n(A) =
[0] i f | 7 7 | = 0 ,

[«*ii ••• a*ipi if 77 = (il9..., y , 1 ^ p ^ m,

where a^ is the f-th column of A.
For three positive integers j9 m and n, we write Gjmn for the sequence

( j , n + ; , . . . , n ( m - l ) + j) with length m. For X = (771?..., 77n)e(^Jn , we
denote by £* and \Z\ the sequence (77*,..., 77*) and £"=1max{|77 f | , 1},
respectively. The symbols <P(X) and *F(%) denote \X\ x mn matrices of the
forms

and

respectively. Here X = (77^..., 77W), and &j(Z) and ^.(
[0]mw if 177,1 = 0, otherwise they are defined as follows:

are defined to be

if m,
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if 1/7,1 < m,

In particular n = 1 and Z = (77), we write 0^11) and ^(77) for the matrices
<P(X) = [#!(£)] and TO = [^(S)] , respectively.

The following two propositions can be checked easily.

PROPOSITION 3. For any X = (nu..., 77B)e(SPJ" and j = 1,..., n,

PROPOSITION 4. Le/ 77e^3m and x be m-dimensional vector. Then

)' and

DEFINITION 6. Consider the problem IDCP(n, m, p, q, A, b, G, D, L\ where
A = [%L G = [#SJ, D = [^.J and L = [^SJ are given in (2.4). The integer
selection problem ISP associated with IDCP is ISP(2mn, fe(m, n), m, 91, b, [0]2mn,
0) for fe(m, n) = |^Pm|n, m = [m I l 5 . . . , mXk(mn)], 91 = [ i ^ , . . . , ^£M m n ) ] 5 b
= I A P ...» *ik(mffl)]- Here mZh = m + pq + 3\Xh\ + 2 | I f |, A I h is the mZh

x 2mn matrix of the form

A' roimiMH

Kl«pq,mn

A' is the m x mn matrix whose i-th row is given by

[[0]m_n , aiu...,ain, [0]mn_MJ,

bZh = \J>, e^9..., £„, [0]|SCh| + 2 | a j | , [l],£hl, [ - l],Xh |], es^ s = 1, ...,/>, are the s-
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th rows of L, and {Zl9...9 Zkim,n)} = WJ1 .

The ISP associated with an IDCP is an integer selection problem in the
sense that n can be taken as the integer 2mn, k as the integer fc(m, n), Ar as the
m%r x 2mn matrix AXr, br as the m^-dimensional vector bXr, c as the 2mn-
dimensional zero vector, m as the vector [mI l,...,m< lMmn)], 91 as the vector
[AXl,..., AXk{rnn^ b as the vector [b%1,..., b%h(mn^\ and z can be taken as 0.

The following lemma is important for proving Lemmas 5 and 6.

LEMMA 4. Let x and y be an m-dimensional vector of non-negative integers
and an m-dimensional 0-1 vector, respectively. Then there exists a non-negative
integer w such that x = wy, if and only if there exists a sequence II of ^m

satisfying

^ ( ) S (77([0]J)<, ^(77*)* ' ^ (77*([0]J)<,

- ^ ( 7 7 ) / ^ (77([ - 1 ] j y , ^ ( 7 7 * ) / ^ (77*([0]J)'.

PROOF. We first suppose that x = wy holds for some non-negative integer
w. Define a sequence 77 belonging to tym by II(y) = 77([1]J and 77*0)
= #*([0]J. Then 77(JC) = wll(y) and 77*(JC) = II*(y) = 77*([0]J. Let |77|
= k. If k = 0 then x = y = [0]m, and hence the inequalities listed in (2.20) are
valid. We next assume that k > 0. It follows from Propositions 3 and 4 and
the definition of & that

' = 77(01(77))(77(jc)y =

Similarly, we have ^ ( 7 7 ) / = ([1]J, ^(77*)jcf = ([0]w_k)< and ^(77*) /
= ([0]m_k)f. These four equalities together imply that the inequalities listed in
(2.20) are valid.

Conversely, we suppose that the inequalities stated in (2.20) hold for some
77e^}m with length k. In the case that k = 0, it is clear that x = y
= [0]m. Hence, x = wy for any non-negative integer w. In the case of k = m,
we obtain ^(77)*' = Jmxl < [0L and - ^ ( 7 7 ) / = - 1^ ^ [ - 1L- These
two inequalities imply that y = [ l ] m and all components of x are equal to some
constant integer, say w. So we can take the integer w in this case. Finally, we
assume that 0 < k < m and 77 = (iu..., ik). Then we have Jk(77(jc))r ^ [0]£
from the inequality in (2.20). This shows that x£ = w, p = 1,.. . , fe, for some
integer w, where xip is the ip-th component of x. Also, we see that 77*(jt)
^ #*([0]J, 77*(y) k #*( [0]J and - 770) S 77([ - 1]J. Therefore, we have

= l p=l...,k and Xj = yj = 0 for
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Hence, x = wy holds for the integer w = xir This proves the lemma.

LEMMA 5. Suppose that a pair of w = [w l 5 . . . , w j and a matrix Y= [y{j\
gives a solution of IDCP(n,m,p,q,A,b9G9D9L). Then there is an integer r
such that l ^ r ^ fc(m, n\ r is determined by w and Y, and the pair of r and x
= [u, ^] gives a solution of the ISP associated with the IDCP, where u

PROOF. It follows from the definitions of the vectors u and v that 0jmn(u)
= Wj@jmn(v), j = 1,.. . , n. Therefore, by Lemma 4, there exist sequences 77p j
= 1,..., n, belonging to tym such that

(2.22) ^(/zyKe^wy ^
(2.23) Vi(nt)(0*Jr)Y ^

(2.24) -

Since { J ! , . . . , ^ ^ ) } ^ ^ ) " , there exists r such that Xr = (77^..., 77n).
Hence, it is sufficient to show that

(2.25) ^Irjc
r ^ bf

Xr.

In view of the definitions of AZr and AIr, we can decompose the inequality (2.25)
into the following seven inequalities;

(2.26) a^-Xi ^bh i = l , . . . , m ,

(2.27) I7=i0«<r-J* ^ ^ 5 = 1,..., p, t = 1,..., «,

(2.28)

(2.29)

(2.30)

(2.31)

(2.32)

where ai+, bh gij9 d^ and ^£j are the f-th row of A, the i-th component of A, the
(i, ^-component of G, the ;-th column of D and the (i, ;)-component of L,
respectively. It follows from Proposition 3 and the definitions of &j and Vs

that

rW = 0jmn(<Pj(%M0jmn(u)y = *1W(0JmMY and
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for j = 1,..., n. Therefore, we obtain the inequalities (2.28) and (2.29) from
(2.21) and (2.22). Similarly, we have (2.30) and (2.32) from (2.23) and
(2.24). Since v is a 0-1 vecotr, the inequality (2.31) is valid. Finally, recalling
the assumption that the pair of x and Y is a solution of the IDCP, we obtain
(2.26) and (2.27). Thus, we conclude that (2.25) is valid. This completes the
proof of Lemma 5.

LEMMA 6. Suppose that a pair of an integer r and a 2mn-dimensional vector
x is a solution of ISP (2mn, k(m, n), m, 91, b, c, z) associated with the problem
IDCP{n, m, p, q, A, b, G, D, L). Put x = [i#, v], u = [x l s |c,..., x m j , v = |> l3 je,...,
j m j | t ] , where xt^ and y^, i = 1,..., m, are the n-dimensional vectors. Then

(a) There exists a non-negative integer Wj satisfying

Qjmniu) = Wj0jmn(v), J = h • • • > "•

(b) A pair of w = [wl9..., w j and the m x n matrix Y whose i-th rows, i
= 1,..., m, are given by j f s | c , gives a solution of the IDCP.

PROOF. By the hypothesis, the inequality (2.25) is valid. Hence, the
inequalities (2.26) through (2.32) hold. Using an argument similar to the proof
of Lemma 5, we have (2.21) through (2.24) for each component 77̂  of Zr. This
shows that @jmn{u) and @jmn(v) satisfy the hypotheses of Lemma 4. Therefore,
we can determine non-negative integers w1? . . . , wn such that Ojmn(u) = WjOjmn(v),
j = 1,.. . , n. Thus, assertion (a) is verified.

We now show the second assertion (b). Let w = [w1? . . . , w j be a vector
determined by (a). Since xtj = Wjy^ for such wj9 we have afs|e • xIJ|c = (a^ °jij|c) • H>,
i— 1, . . . ,m, where ais|t is the i-th row of A. Therefore, we have (A°Y)wt

^ b\ The left and right hand sides of (2.27) are the (s, ^-component of GYD
and L, respectively. Hence we have GYD ^ L, and the lemma is proved.

Combining Lemmas 5 and 6, and using the same argument as in the proof
of Theorem 1, we obtain the second main theorem:

THEOREM 2. Any indeterminate coefficient problem is equivalent to some
integer selection problem.

Let (r, x) be a solution of an ISP which is associated with an IDCP. Since
the sequence %r stated in the proof of Lemma 5 is uniquely determined by w
and Y9 it is easily to show that the solution of the ISP constructed from (w9 Y) is
equal to (r, JC). Also, we see easily that any solution (w9 Y) of the IDCP can be
constructed from (r, JC) which is obtained by the application of Lemma 6 for
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(H>, Y). Hence, any solution of an IDCP is obtained through a solution of the
associated ISP and vice versa. This is the second assertion of Theorem A
stated in Section 1.

3. Indeterminate Coefficient Problem and Three-valued Coefficient Problem

In this section, we consider the relationship between indeterminate
coefficient problems and linear 0-1 problems. We begin by giving a precise
statement of the linear 0-1 problems. In the Introduction we called them 3-
valued problems. However, in order to emphasize that the coefficients take
their values in {— 1,0,1}, we rephrase the 3-valued problems as follws:

DEFINITION 7. Let

(3.1) a ^ e f - 1 , 0 , 1 } , bh i = l , . . . , m , ; = l , . . . , n .

The three-valued coefficient problem, or shortly TCP, is a problem of finding
xl9...,xH belonging to {0, 1} and satisfying

(3.2) TZ-iOtjXj^K i = l , . . . , m .

A three-valued coefficient problem is the same as a 3-valued problem
introduced in the Introduction. It is sometimes more convenient to formulate
the problem in a matrix form. Let A = [ay] and b = [bl9..., bm] for the
integers atj and b{ given in (3.1). Then the TCP is rewritten as the problem of
finding a 0-1 vector x satisfying Ax* ^ bx. In what follows, we denote this
problem by TCP (n, m, A, b).

A TCP is clearly regarded as an IEP. In what follows, the symbol £PT

stands for the class of all three-valued coefficient problems and
^(TCP(n, m, A, *)), or shortly Sf (TCP), for the set of all solutions of the TCP.

We now formulate three types of IDCPs called a three-valued IDCP, an
IDCP with boundedness conditions and an IDCP with 0-1 variables.

DEFINITION 8. A three-valued indeterminate coefficient problem is an
indeterminate coefficient problem for the integers given by (2.3) in which aip

i = 1,... , m, j = 1,..., n, are supposed to belong to { — 1,0,1}.
Let uu...9un be non-negative integers. Then an indeterminate coefficient

problem with boundedness conditions for ul9..., un is an indeterminate coefficient
problem with the additional conditions XjHkup 7 = 1, . . . ,n . The integers
uu...,un are called the upper bounds of the IDCP.

An indeterminate coefficient problem with boundedness conditions for
u!,..., un such that Uj = 1, j = 1,..., n, is called an indeterminate coefficient
problem with 0-1 variables.



Reduction of some integer programming problems 445

Since an IDCP is regarded as an IEP, any problem defined above is also
regarded as an IEP. In what follows, we denote by ^ 3 , 0>h and ^ 0 1 the class
of all three-valued indeterminate coefficient problems, the class of all
indeterminate coefficient problems with boundedness conditions and the class of
all indeterminate coefficient problems with 0-1 variables, respectively.

Let ul9...,un be the upper bounds of an IDCP with boundedness
conditions. Then we can determine the minimum integer u satisfying

(3.3) uj<2u, 7 = l , . . . , n .

We write u(P) for the integer u, where P stands for the IDCP. For an m x n
integer matrix A = [ay], we denote max{max{|ao| 11 ̂  i: :g m, 1 ̂  j ' ^ n}, 1} by
r(A). The symbol J*r denotes the nr x nr matrix defined by

We now state the definitions of a three-valued IDCP associated with an IDCP
and an IDCP with 0-1 variables that is associated with an IDCP.

DEFINITION 9. Let A — [ay]. The three-valued IDCP associated with the
problem IDCP(n, m, p9 q, A, A, G, D9 L) is IDCP(nr, m', p', q\ A\ b\ G', D\ L) for

(1) r = r(A), n' = nr9 m
r = m + nr9 p' = p + m + nr9 q' = 2nr + qr,

(2) A' is the m! x nf matrix of the form

i E2 . - Er~\

'I, J '
(3) V = [A, [0]nr],
(4) G is the p' x rri matrix of the form

\G [0]p,nrl

(5) D' is the n' x q' matrix of the form

ID* J*, - / J ,

(6) L' is the p' x q' matrix of the form

L* [0]p,nr [m]p>nr

W-*. [0].^, [0]m>nr

L[»lr ,r [°]nr,nr [ ~ 1 ] ^

where Ek = [gy] is the m x n matrix whose components are defined by
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1 if atj > 0 and k ^ atj,

e\i=\ 0 i f a o = 0 or k>\aij\,

. - 1 if atj < 0 and k ^ |ay |

D* is the nr x gr matrix defined by

j ~ 1) + 1 )n 1 fc - 1) + 1 )q 1 ))

D if j = k, j = 1,..., tf,
if / # fe, 1 ̂  /, fe ̂  a

and L* is the p x qr matrix of the form [L.. . L] .

DEFINITION 10. Consider two problems P = IDCP (n, m, p, q, A, b, G, D, L)
with boundedness conditions for uu...,un and Q = IDC?{n\m'\p\qf\A\b\
G\ D\ L"). We say that g is an IDCP with 0-1 variables whch is associated
with P if

(1) u = M(P), n" = un + n, m" = m
q" = qu + q + 2nu + 2n,

(2) A" is the m" x n" matrix of the form

p" = p + m + n,

2°A
21/n -. 2«/J'

(3) Aw = [A,i i1 , i i2 , . . . , t tJ ,
(4) G" is the p'r x m" matrix of the form

(5) D" is the n" x g" matrix of the form

\-Uu + 1 J n,u + 1 -1 nu + nJ 5

(6) L" is the p" x q" matrix of the form

[ W » , , , + , [0]n,BU+M [ - i ] n , n u +

where DJ+1 , J*M+1 and L*+1 are the matrices stated as in Definition 9.

The following lemma shows a relationship between solutions of an IDCP
and its associated three-valued IDCP.



Reduction of some integer programming problems 447

LEMMA 7. Consider the problem P = IDCP(n, m, p, q, A, A, G, D, L) and its
associated three-valued problem P3 = IDCP(nr, m + nr, p + m + nr, 2nr
+ qr, A', V, G', D', L). Then

(a) If a pair of a vector x and a matrix Y is a solution of P, then a pair of
the nr-dimensional vector z = [ * , . . . , x] and the (m + nr) x nr matrix Y'

VY" Y 1
= gives a solution of P3 , where W= [ l]n r ,n .

(b) Suppose that a pair of a vector z = [Zi*,..., z r s j and a matrix Y'

[ Y ... Y 1
w w ZlS a s°luti°n of ^3» where zk* is an n-dimensional vector, Yk is an
W1 " Wr_\

m x n matrix and Wk is an nr x n matrix for k = 1,..., r. Then a pair of zlj|c

and Yx gives a solution of P.

PROOF. First, we show the assertion (a). In view of the definition of Ek,
we see that A = Y!k=i^k- Therefore we get

= ( £ r
k = 1 Ek)o Y)x< = (A

We have observe that the first m components of (A'° Y')£ form the vector
{A o Y)x*. Let tf^ and t^ be the i-th rows of J *r and Jr, respectively. Then we
have

®/rn(*n(fc-l)+./,*) ~ ^J*J fe — 1, . . . T, j — 1, . . . , tt,

j ,* ) = [ 0 ] n ( r - i ) , fc = 1, . . . , T, J = 1, . . . , tt,

(3.4)

where 0 > n is an element of ^ n r . The expressions listed in (3.4) together imply
that J*yrz

l = [0]J,r. Therefore, we obtain {A' ° Y')zl ^ (bj. On the other hand,
in view of the definitions of G', Y' and D', we have

YD

n(k-l)+l)nl {G'Y'D*) =

l \G YD) —

GY-

Y-

W-

=

—

GY

Y

W

GY '

- Y

- W

and

for k = 1,.. . , r. Since G and D are the matrices of the integers - 1, 0, 1 and Y
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is a 0-1 matrix, we see easily the following three inequalities:

(3.5)

Combining the above inequalities and Ye$/(G, D, L), we conclude that
r 'e^(G' ,D' ,L') . Thus, the first assertion (a) is established.

Next, we prove the assertion (b). Since z is an nr-dimensional vector, one
can decompose it as [Zi*,..., z r 5 j , where zkj|e, k= 1, . . . , r , are n-dimensional

vectors. We also write for the (m + nr) x nr matrix 1̂  where Yk

and Wk, k= 1,..., r, are m x n and nr x n 0-1 matrices, respectively. Since
D',L'), we have

[0]m,n

[ 0 ] w J

and

'D ) —

- H it -J

[ 0 ] m > n

for fe = 1, . . . ,r , where 7 r + 1 = 7X and Wr+1 = Wx. The above inequalities
imply that Yke^(G, D, L), 7fc = 7X and Wk = [l]nr,n for k = 1,..., r. Hence we
infer that Y= Y1£

(W{G,DiL). On the other hand, it follows from (i4'°r)z*
that J* rz' ^ [0]<r. By (3.4), we have

tn(k- 1)+ j , * ' Z = @jrn\tn{k- 1)+j ,*) '

^ 0

for 1 ̂  j ! ̂  n and 1 g fc | r, where z0^ = zrir Therefore, it follows that zkjt,
= ziif, k = 1,..., r. Put x = Zn, then

S U i (£* ° Y)x> =

holds. Thus, the lemma is proved.
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We also give the similar assertion for an IDCP with boundedness
conditions and its associated IDCP with 0-1 variables.

LEMMA 8. Consider two problems Pb = IDCP(n, m, p, q, A, b, G, D, L) with
boundedness conditions in which upper bounds are uu...,un and P0 = IDCP
(nu + n,m + n, p + m + n, qu + q + 2nu + 2n, A", b\ G", D", L") with 0-1 varia-
bles. Assume that Po is associated with Pb. Then we have the following.

(a) If a pair of a vector x and a matrix Y gives a solution of Pb9 then a pair
of (nu + n)'dimensional vector z = [zo*> zi*> ••• » ZUSJ and the (m + n) x (nu + n)

matrix Y" = \ \ gives a solution of Po , where W— [l]n>n and zo*>

z l j |e,..., zMS|c are n-dimensional 0-1 vectors defined through the binomial

decomposition Yl=o2kZk* = x-
(b) Assume that a pair of a vector z = [z0*, ^1*? •••> Zu*] # ^ # matrix Y"

[ Y Y •" Y ~|0 1 M is fl solution of Po , wfer^ zk* w «« n-dimensional vector, Yk is
Wo Wx ••• Wu]

an m x n 0-1 matrix and Wk is an n x n 0-1 matrix for k = 0, 1,.. . , u. 7%e/i a
/?a/r o/ JC = Yl=o 2kzk* and Yo is a solution of Pb.

PROOF. First, we show that assertion (a) holds. Let aj^, af:|c, y
f{^ and yiit.

be the i-th row of A'\ A, Y" and Y9 respectively. Then the f-th component of
(A"°Y")£ is given by

= (a
/5|£

. x .

This implies that the first m components of (A" ° 7")z* form the vector
(A° Y)xt. Since 0(nk+i)ni(am+j,*) is equal to the product of 2k and thej-th row
of /„, we have

(<£+j,* oy'm+j,*)'Z = Zk=o 2k 0jii(Zk*) = 9 i n ( x ) ^ wj9 7 = 1,..., n.

Therefore, we have {A" ° Y")zl S WJ. In view of the definitions of G", Y" and
D", we have

YD

Y DD ) —

GY-GY

Y- Y

W- W

and
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V-GY

- Y

- W J

for k = 0, 1,..., u. Hence, we see that Y" e <% (G", D\ L"), because
Ye<W(G, D, L), W= [l]n>n and three inequalities in (3.5) are valid. This proves
the first assertion (a) of the lemma.

Next, we show the second assertion (b). It follows from Y"e^{G"., D\ L")
that

0{qk+i)qi(G"Y»D") =

\~GYkD -|

YkD

~ L

Wm,q

GYk-GYk+1

Yk — Yk+1 and

- Wk

for k = 0 , 1 , . . . , M, where Yu+1 = Yo and Wu+1 = Wo. The above inequalities
together imply that

YkeW(G, D, L), Yk = Yo, Wk = [l]n>/J for 0 ^ k ^ u.

Since x = ^ = 0 2kzk* and Y= 70, it follows that Ye^{G, D, L) and

where bf is the i-th component of b, a;'*, al3|c and y"^ are the i-th row of A\ A
and F', respectively. In the case of i > m, we have

Thus, the pair of JC and Y is a solution of Pb. This shows that assertion (b) is
valid. This completes the proof of Lemma 8.

We now introduce a TCP associated with a three-valued IDCP with 0-1
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variables.

DEFINITION 11. Let IDCP(n, m,p,q, A, b, G,D,L) be a three-valued
problem with 0-1 variables and let A — [afJ], G = \jgsj9 D = [djr] and L
= L^srl- The three-valued coefficient problem associated with the IDCP is
TCP(n', m', A\ b% where n' = 2mn, rri = m + pq + mn + 2|^P2mn 2|, A' is an m'
x n' matrix whose i-th rows a'fs|c, i = 1,... , m + pq + mn, are given by

m-n, flii,..., ain, [0]2mn_m] for 1 g i ^ m,

«;,= for i = m + q(s - 1) + r w i th 1 ^ 5 ^ p9 1 ^ r <; <?,

for i = m + pq + r with 1 ^ r ^ mn,

and for i = m + pq + mn + r with l ^ r ^ 2 | ^ 2 m n < 2 | , the i-th rows are defined

by

^ ? k * ) = [0]2mn-4 and 77 r(a l J | c)=^

and finally,

*r = [A, ^ l l 5 . . . , ^ l f , . . . , ^ p l , . . . , V [0]m n , [ 2 ] W 2 m r i 2 | ] ,

with ^P2mn>2 = {77 = (ij, mn + i, mn + j)e<$2mn\i = j mod n} and {77r|r = 1 , . . . ,

l*2mn,2l} = *2mn,2.

A TCP associated with a three-valued IDCP with 0-1 variables is clearly a
TCP, and so it is regarded as an IEP. The following Lemma shows that a
solution of a three-valued IDCP with 0-1 variables is obtained from the
associated TCP and vice versa.

LEMMA 9. Let IDCP(n, m, p, q, A, A, G, D, L) be a three-valued problem with
0-1 variables and let TCP(ri, m\ A\ b) be the TCP associated with the
IDCP. Then we have:

(a) If a pair of x = [x l 9 . . . , xn] and Y= [yfj-] is a solution of the IDCP,
then ^ = [^1*, . . . ,^* ,^!* , . . . ,^*] with z* = \xxyiu..., xnyin] and yt+
= LVii> ••• •> în]* i = 1,.. . , m, 0/ue.s1 a solution of the TCP.

(b) If z = [z l j | e,..., zms|t, J i * , . . . , ym*] is a solution of the TCP, where z^
= fen,...»tin] and y^ = [yiu ..., ^ J , i = 1,.. . , m, ^en /fere exw/ /«
x l 5 . . . , xn e {0, 1} satisfying

i = 1> .• > m and 7 = 1 , . . . , n ,
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and a pair of x = [x l 9 . . . , x j and Y= [y0] is a solution of the IDCP.

PROOF. TO prove the first assertion (a), we write at> and a!^ for the i-th
row of A and A\ respectively. Let G = [gsi] and D = [d,,]. It follows from
the definition of A' that

= a
IS|c

for i = l , . . . ,m. Hence the j-th component of ^'z f is equal to the i-th
component of (̂ 4° Y)xt for i = 1,... , m. We also have the relations

This is nothing but the (s, £)-component of the matrix GYD. Finally, we have

'Z^O for f = l , . . . ,mn, and

*'z£-2 for i = l , . . . ,

Thus, we obtain A'z1 ^ (*')*• This completes the proof of assertion (a).
Next, we show the second assertion (b). The hypothesis of the lemma

implies A'z1 ^ (bj. Therefore, we immediately get

(3.6) a^ • I* ^b( for 1 ^ i ^ m

and Ye ̂  (G, D, L), where bt is the i-th component of b. We also have

(3.7) H+ ̂  Jf*, i = 1,.. . , m, and

(3.8) *y - **./+ tt./+ }>*./̂  2, i, fc=l,...,m, 7 = l , . . . , n .

Thus, it is sufficient to show that there exist x l 5 . . . , xne{0, 1} such that

(3.9) Zij = xjyij for f = l , . . . ,m.

In fact, once (3.9) is obtained, then we infer from (3.6) that

This shows that the pair of JC and Y is a solution of the IDCP. Define xp j

= 1,..., n, by

x fO if zy = 0, i = l , . . . , m ,
J [ 1 otherwise.

If Xj- = 0 for some j , then (3.9) holds for j and for all i with 1 ^ f ^ m. We now
suppose that x} = 1, and that zkj ^ x^ki/ for some k. Since x, = 1, there must
exist i such that z0- = 1. From the inequalities in (3.7), we have
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0 ^ zkj < ykj ^ 1 and 1 ^ zu ^ ytj ^ 1.

From this it follows that y(j = 1 , i / k and ztj — zkj + ytj + ykj = 3. This
contradicts the inequalities in (3.8). This means that (3.9) holds. This proves
the lemma.

THEOREM 3. Any indeterminate coefficient problem with boundedness
conditions is equivalent to some three-valued coefficient problem.

PROOF. For each P in the class 0>b9 we assign a problem q>0{P) in the class
^ 0 1 which is associated with the problem P. Then cp0 defines a mapping from
0>h into ^ 0 1 . In view of the definition 10, the mapping q>0 is well-
defined. Likewise, we can define two mappings q>3 from 0>ID into ^ 3 and cpT

from ^ 3 D^oi i n t o ^ V Let q> be the composite mapping (pT-(p3- q>0- Then cp
is a mapping from 0>h into 0>T and it follows from Lemmas 7, 8 and 9 that

a n d

Thus, Theorem 3 is established.

The transformations described in assertions (a) of Lemmas 7, 8 and 9 are
the inverse transformations given in assertions (b) of Lemmas 7, 8 and 9,
respectively. Thus, the above theorem proves the third assertion of Theorem A
stated in Section 1.

4. Conditions for the Existence of Solutions of TCP

In this section we investigate various conditions for the existence of
solutions of the three-valued coefficient problem for the integers

(4.1) n > 0, m > 0, aije{— 1, 0, 1} and b{ for 1 ^ i ^ m and 1 ^ j ^ n.

Without loss of generality, we can assume that bt < 0 for 1 ^ i ^ m. In
fact, if bh^0 for some h with 1 ^ h ^ m, we can formulate an equivalent
problem P' for the integers n' = n + bh + 1, m! = m -f bh + 1, af

tj and b\ given by

( atj if 1 g i g m a n d l ^ j g n ,

— 1 if i = ft and n+l^j^n + bh+l9

— 1 i f m + l ^ i ^ m + b f c + l and j = i — m + n,

0 otherwise,
and

frf if 1 ^ i ^ m and i ^ ft,
- 1 if i = ft or m + 1 ^ i g m + ft/, + 1.
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Clearly, P' is a TCP and equivalent to the original TCP.

Thus, we consider TCP(n, m, A, b) in which A = [aij']9 b = [bJ for the

integers

(4.2) n > 0, m > 0, fly e { - 1, 0, 1} and bf < 0 for 1 ^ i ^ m and l^j^ n.

We write / and J for the sets { 1 , 2 , . . . , m} and { 1 , 2 , . . . , n}, respectively.

Given an n-dimensional 0-1 vector x, the symbol J(x) denotes the subset

{jeJ\Xj= 1} of J.

DEFINITION 12. Let TCP (n, m, A, b) be formulated for (4.2). A subset J'
of J is called a weakly removable set for the TCP, if for each; in J' there exists i
in / such that

fly ̂  0 and X ^ . j , fl» > hi ~ aiy

DEHNITION 13. Let TCP(n,m, A, b) be formulated for (4.2). A subset J'
of J is called a strongly removable set for the TCP, if for each j in J' there exists
i in / such that

atj = 1 and ^j-r aik ^ K

EXAMPLE 5. Consider the problem TCP (3,2, A, b) in which the matrix A
and the vector b are given by

'[~l ~\ -1]and * - t - 1 ' - « -
Then {2} and {2, 3} are the strongly removable sets for the TCP, and {1}, {2},
{1,3}, {2,3} and {1,2,3} are weakly removable sets for the TCP.

DEFINITION 14. A weakly (resp. strongly) removable set J' for a TCP is
said to be maximal if for any k in J — J1 the set J'u {k} is not a weakly (resp.
strongly) removable set for the TCP.

In order to investigate removable sets for TCPs, we consider maximal
solutions of TCP.

DEFINITION 15. A solution JC of TCP («, m, A, b) is said to be maximal, if
there are no solutions y such that J(y) = J(jc)u{fe} for k in J — J(x).

In what follows, we denote by ^ * (TCP (n, m, A, A)), or shortly ^*(TCP),
the set of all maximal solutions of the TCP. The following example shows the
sets of ^(TCP) and ^*(TCP) of a TCP.

EXAMPLE 6. Consider the problem TCP (6,4, A, b) in which
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and * = [-!, -1 , -1 , -1].

Then

and

^(TCP) = {[0,0,0,0,1,1], [0,0,0,1,1,1], [0,0,1,0,1,1],

[1,0,0,1,1,1], [1,0,1,1,1,1], [1,1,0,0,1,1],

[1,1,1,0,1,1]}

^*(TCP) = {[1,1,1,0,1,1], [1, 0,1,1,1,1], [0, 0,1, 0,1,1]}.

LEMMA 10. Let x be a maximal solution of TCP(n,m,A,b). Then the
subset J—J(x) of J is maximal as a strongly removable set for the TCP.

PROOF. Let A = [aij'] and b = [b1,...,bm]. We first assume that J
— J(x) is not a strongly removable set for the TCP. In view of Definition 13,
there exists an element h in J — J(x) such that Y*jej{x)aij < bt for any iel with
aih = 1. This implies that

(4.3) + for iel with aih = \.

Let y be the n-dimensional 0-1 vector satisfying J(y) = J(x)\j{h}. Then we
have

aij = ) atj + 1 ̂  bi9 for i e / with aih = 1.

Since , we also have

) aij ^ l jeJ(X) <*tj ^ for i GI With aih ^ 0.

The above inequalities together imply that the vector y is a solution of the
TCP. This contradicts the fact that JC is a maximal solution. We now assume
that J — J(x) is not maximal. Then there exists an element h in J(x) such that
(J — J(x))u{h} is a strongly removable set for the TCP. It follows from
Definition 14 that there exists i in / satisfying

aih = 1 and XJGj_((J_J(x))u {h}) atJ ̂  bt.

We then have

ZjeJ(jc) aij = HjeJ(x)- {/»} aij + aih = Z je J - ((J - J(x)) u {ft}) aij + 1 > bi'
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This is a contradiction, since x is a solution of the TCP. Thus, J — J(x) is
maximal as a strongly removable set for the TCP. This proves the lemma.

LEMMA 11. Let x be a maximal solution of TCP(n,m,A,b). Then the
subset J — J(x) of J is maximal as a weakly removable set for the TCP.

PROOF. It follows from Definitions 12 and 13 that a strongly removable
set is a weakly removable set. Hence we see from Lemma 10 that J — J (x) is a
weakly removable set for the TCP. Accordingly, it is sufficient to show that J
— J (x) is maximal as a weakly removable set. Let A = [afj] and b
= [&!,..., fcm], where atj and bt are integers given in (4.2). Suppose then that
there exists an element h in J(x) such that (J — J(x))U{h} is a weakly
removable set for the TCP. Then there exists an element i in / satisfying

aih ^ 0 and I,-6j_((J_ J(x))u {h}> atJ > bt - aih.

Hence, we have

YajeJ(x)aiJ = Z j 6 j - ( J - / ( x ) ) u {h} aij + aih > bi'

This contradicts the fact that x is a solution of the TCP. Therefore, J — J (x)
is maximal as a weakly removable set for the TCP. This completes the proof
of the lemma.

The first assertion of Theorem B stated in Section 1 is obtained by
combining Lemmas 10 and 11. In addition, we obtain the following result.

THEOREM 4. If there exists a solution of TCP(n9 m, A9 b\ then there must
exist a subset J' of J such that J' is maximal as a weakly removable set and, at
the same time, maximal as a strongly removable set for the TCP.

EXAMPLE 7. Take the same problem TCP (6,4, A, b) as in Example
6. Then the strongly removable sets for the TCP are {2}, {3}, {4} and {1,2,4},
and the weakly removable sets are {2}, {3}, {4}, {1,3}, {1,2,4}, {1,3,6},
{2, 4, 5}, {1, 3, 4, 6}, {2, 3, 4, 5}, {3,4, 5, 6} and {1, 2, 3,4, 5, 6}. Therefore, {2},
{3}, {4} and {1,2,4} are maximal as a strongly removable set and {2}, {4},
{1, 2, 4}, {1, 3,4, 6}, {2, 3,4, 5}, {3, 4, 5, 6} and {1, 2, 3,4, 5, 6} are maximal as a
weakly removable set. Hence, {2}, {4} and {1,2,4} are the maximal sets which
are both strongly and weakly removable sets. On the other hand, as seen in
Exampe 6, we have

{J- J ( J C ) | X G ^ * ( T C P ) } = {{2}, {4}, {1,2,4}}.

The second assertion of Theorem B gives a condition for checking whether
or not a given 0-1 vector is a solution of a TCP.
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THEOREM 5. Let TCP(n,m,A,b) be formulated for the integers given by
(4.2) and let J_ = {je J | ^ f e J a y < 0}. If the inequality

holds for a subset J' of J, then J(x)C\J' ^0 for any solution x of the TCP.

PROOF. Suppose that J(x)0 J' = 0 for some solution x of the TCP. Since

, Yjjej(X)aij ̂  bt for each is I. Hence, we have

(4-4) ^wlfci^EfcA

Since J(x)C\J' = 0, it follows that

j(jt)n(J_ - J') = J(x)n J_ - J(jc)n J' = J(x)o J..

Therefore, we obtain

2^jeJ(x) 2^ieiaij = 2^jeJ(x)nJ- l^iel ati = 2j/eJ(x)n(J- - J') 2-iieJ Uij

This contradicts the inequality (4.4). Thus, J(x)C\Jf ^0 is valid for any
solution x of the TCP. This completes the proof of Theorrem 5.

The next assertion is an immediate consequence of Theorem 5 in the case
of Jf = 0.

COROLLARY 1. Let TCP be formulated via (4.2). If the inequality

holds, then there are no solutions of the TCP.

Let J ' be a subset of J and p a positive integer. Put

D(A, J\ p)={iel\et^ 2g+(A, J') + g°{A, J')}

where

g+(A, J') = \{jeJ'\atJ = 1}| and gf{A, Jf) = \{jeJ'\aij = 0}|.

Then the following two propositions can be easily checked.

PROPOSITION 5. D(A, J\ px) => D(A, J\ p2) for px ̂  p2.

PROPOSITION 6. For any Jpcz J' such that \ Jp\ = p,
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YJJeJp fly ̂  bt for any ieD(A, J', p).

REMARK 2. Since bt < 0 for iel, we have \J(x)\ ^ max{|ftf| \iel} for any
solution x of TCP(n, m, A, b). Hence, Propositions 5 and 6 imply that if
ieD(A, J', maxjlb,! \iel}) then the z-th inequality of Ax1 ^ bx is trivial and we
can neglect these rows under the conditions Xj = 0, jeJ — Jf.

By using Remark 2 and Theorem 5, we can obtain a simple condition to
test the existence of a solution x = [xj] such that Xj = 0 for je J' and some
subset J' of J.

COROLLARY 2. Let TCP be formulated through (4.2), J' a subset of J and
let V = D (A, J', max {| bt \ \ i e I}). If the inequality

Z*ijeJ- -J' Z-iiel ij ZujeJ - -J' Laiel' ^ij > 2~iiel -1' ^i

holds, then J(x)C\Jf ^ 0 for any solution x of the TCP.

The following result is easily obtained.

THEOREM 6. For any solution x of TCP{n, m, A, b),

holds, where I' = D(A, J(x), max{\bt\ \iel}).

It is clear that \J(x)\^max{\bi\\ieI} for any solution x of
TCP (n, m, A, b). Conversely, the following Proposition is valid for the case in
which I J'\ < max{|b,.| \iel).

PROPOSITION 7. For any subset J1 of J with \ J'\ < max{|ftf| | i e / } , the
inequality

holds, where V = D(A, J', max{|^| \iel}).

PROOF. Since | J'\ < max{|fcf| \iel) and bt < 0 for i in /,

h o l d s for a n y i in / - / ' . Set gr(A, Jr) = \{je J'\ai} = - 1} | . T h e n we h a v e

I J'| = gr(A, J') + g?(A, J') + g?(A, J'\ Hence,
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holds for each i in 1 — I'. Thus, we have

EjteT ZieJ aU ~~ LjjeJ' Zie/' aij = LsjeJ' Yjiel-T Uij > Liel-I' ^h

and the proof is now complete.

REMARK 3. If there exists a maximal solution x of TCP(n, m, A, A), then
the following two facts are derived from Theorems 4 and 6:

(a) J — J(x) is maximal as a weakly and strongly removable set,

(k) EjeJ(jc) ZieJ a0" ~~ ZjeJ(x) ZieJ' aij = L.ieI-1' ^>

where J' = D(A, J', max{|bf| \iel}). It is not known yet whether the converse
is true. However it is easily seen that x is a solution of the TCP if (b) holds for
an 0-1 vector x with \J(x)\ = max{|bf| \iel}.
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