
A NOTE ON SUMS OF INDEPENDENT RANDOM VARIABLES

BY HIDENORI MORIMURA

§ 1. Introduction.

The problem discussed in this paper is the one being concerned indirectly
with queuing theory, but it happens during the study of the method used in
the other two articles on the theory [4, 5],

Let Xι (i = l, 2, ) be a sequence of mutually independent real valued
random variables with the common distribution. Put Sw = ΣΓ=i.Xi. Stein [6]
shows that the probability that Si, S2, •••, Sn are lying in the interval (α, 6)
is of exponential order with n, where a < 0 < b are arbitrary constants. In
this case, we need not any conditions on Xx except the trivial condition as

On the other hand, if X% are bounded, from a result by Loeve [3] it will
be implied that P ( S i > α , •••, Sn>a) is of exponential order with n provided
EXX < 0.

When the existence of variance of X% is assumed, the central limit theorem
will be applicable. But, based on it, we can only see that the probability will
converge to zero. Moreover, if a bounded condition in a sense is added, the
order of the probability will be exponentially small with n by a result due to
Feller [1].

By the way, if EX% < 0, using the results by Sparre Andersen [7] it is
easily proved that

Σ P ( S i > 0 , •• ,S n >0)<oo,
n=l

then we can conclude that

P ( S i > 0 , .-.,Sn>0) = o(

This fact was noted by Prof. T. Kawata in his recent paper which discussed
on queuing theory [2]. We shall investigate the problem when the bounded-
ness of X% is not assumed. In §2 we shall give a counter example for the
assersion that the order of the probability will be exponentially small with n,
even if EX% < 0. From the example, we can see the following fact: If we
assume only — oo < EX% < 0, then we shall be able to assert only that the
probability is o(n~ι) as n—>oo. Furthermore, in §3, we shall prove that the
probability is smaller than 0(n~a+VJy/2+β) under the condition that the mean
and variance of X% exist, and the former is less than zero, where ε is an
arbitrary positive number.
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§2. An example.

Suppose that {X%} is a sequence of integral valued random variables with
the common distribution defined as

(2.1) \

1 P(Xt = other value) = 0,

where ε is a positive number. Furthermore let A and q be some positive con-
stants such that

(2.2) A ζ(2 + e) + q = lf A<(1 + ε)< q.

Thus, we have

(2.3) - oo < E(Xt) < 0.

Now, since

we have

P φ X ) , •• , S n > 0 ) =

Putting n' = [(n — 1)#] + 1 , we further get

oo 1 k-l/n —1

(2.5) ^ A Σ ^ Σ

where the second summation for k > n will be regarded as unity. Hence, by
the Laplace's theorem

P(Si>0, •• ,Sn>0)^A c f l -r^7

where C is a constant such as 0<C<l. Then we get

(2.6) P(Sχ > 0, , Sn > 0) 5, θ

Thus, the assertion that P(Si > 0, , Sn > 0) will be a infinitesimal quantity
of exponential order of n is neglected, even if E(Xt) < 0 is assumed. Further-
more, combining with the fact that P ( S i > 0 , ••, Sn>0) = o(l/n) which was
stated in § 1, we can say that this result is rather severe, the assertion of
smaller order than this is impossible without some additional restriction.

In above axample, we may substitute 3 + ε instead of 2 + ε, without chang-
ing almost calculation. Then the example shows us that P ( S i > 0 , •••, Sn>0)
cannot be of smaller order than O(n~2~£) under an additional restriction:
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(2.7) E(X?) < oo.

In the following, we shall prove that, for every δ< (l + VΊΓ)/2 = 1.618- ,

in this case. We cannot verify yet that

is true or not.

§3. An evaluation.

In this section, we shall prove the following

THEOREM. Let {Xt} {i — lf 2, ) be a sequence of independent random
variables with common distribution and denote as Sn = Σ?=i -̂ *

// - oo < E(Xι) =μ<0 and E(X%

2) < oo, then

P(Si>a, S2>a, •••, Sn>ι

where

for every δ<(l + V"5")/2 αtieZ α is an arbitrary number.

Proof. Since, for a' > a, it is evident that

P(Si>α' , S 2 > α ' , •••, S n > α

it is sufficient to prove the theorem for a < 0. Thus hereafter we shall assume
that a is a negative number. Choosing a constant c such as c > α, we have

P(Si>a, S2>a, •••, Sn>a)

= P(Si>α,

+ P ( S > 5 > .., 5fy>c, ••., Sn>a)

= /i + 72, say.

Now, if we put as Zv>n = 'Σ£=v+1Xι, we can evaluate as follows:

I i ^ P ( S i > α , ^ 2 > α , ••-, c ^ 5 y > α , Sv + Zv,n>ά)

(3.2)

where

(3.3) ^ = P(Si > a, S2 > a, , Sv > a).

Moreover, we get
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h = P(Si > α, S2 > α, , Sv_! > α, Sy > c, - , Sn > a)
(3.4)

^P{Sv>c) = P(Sv-vμ>c-vμ).

If c — vμ>0, the Chebyshev's inequality implies that

vσ2

(3.5) h ^ P(SV - vμ > C - vμ)

where σ2 = E(X2)-μ2.

Similarly, we can evaluate P(ZV)n >a — c) using the inequality when a — c
— (n — v)μ > 0. We have

P(Zv,n >a-c) = P(Zv,n -(n-v)μ>a-c-(n- v)μ)

(3.6) < (n-v)σ2

= {a — c — (n — v)μ}2 *

Combining (3.1), (3.2), (3.3), (3.5) and (3.6) we can get

( 8 7 ) V" S ^{acin^W + Jc^F'
Now, for any ε > 0 we can choose a positive integer JV such as βN/(l — β)<ε,
where 0 < 1 is a positive number which will be determined suitably later. And,
for this integer JV, there exist an integer no(N) and a sequence {vk} (k = 0,1,
2, , iV) such as for n ̂  no(N)

where γ < 1 is a positive number which will be chosen suitably such as

(3.9) (vk+1 - γvk)μ > 0 for k = 0,1, -, N.

Thus, we can find easily that

Vo > Vi > > VN > 0

and that

c > α, α — c - (vΛ - ^+i)μ > 0,

setting the left hand of (3.9) as c.

Then, we can evaluate <ρn using the relation (3.7), (3.8) and (3.9) as follows:
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U2 Pz (Vl~ V2)<f2 (j^o — ^l )<5" 2

' —2 . . 2 . 2 Γ« /1 .A .. ..19. f- /Λ - Λ . 1 9 ' * " *

Here, we wish to choose β suitably in order to get the best evaluation of
φn in this case. Since, such will give the same order of n for all terms in the
last expression of (3.10), first of all, we shall examine to make equal the order
of the first two terms.

From (3.8) we have

1st term =

2nd term =

and

(3.11) 2-0 =

or

(3.12) β2 -3/9 + 1 = 0.

Thus, if we choose β as this, since

3rd

we have

3rd term =

Quite similarly, we can see that all terms in (3.10) except the last term are
" ( 2"^) τ h e last term in (3.10) will be evaluate as

Thus, we can evaluate it for sufficiently large n by an order which is arbitrary
near to the order

(3.13) 0(n-1/a~n = O(n-(2"^),

because (3.12) will be rewritten as

Thus, we can see that the positive root of the quadratic equation (3.12) less than
1 will give the best evaluation of ψn in our case. It is

Thus, we have the following evaluation

ψn ^ O(n-δ),

where
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This is the assertion of our theorem.

In conclusion, the author expresses his sincerest thanks to Prof. T. Kawata
and Dr. H. Hatori who have given valuable advices to him.
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