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HYPERBOLIC HYPERSURFACES IN THE COMPLEX PROJECTIVE
SPACES OF LOW DIMENSIONS

MANABU SHIROSAKI

§1. Introduction

There have been a number of results for hyperbolic hypersurfaces in the
complex projective spaces (cf. [AS], [BG], D], [K], [MN], [N], [S] and [Z]). In
particular, J. P. Demailly [D] constructed a remarkable example of hyperbolic
hypersurfaces of degree 11 in P*(C). On the other hand, the author [S] gave
hyperbolic hypersurfaces of degree 13" in P"(C) whose complements are com-
plete hyperbolic and hyperbolically imbedded in P"(C). In this paper, we give
hyperbolic hypersurfaces in the complex projective spaces of dimension 2, 3 and
4. For example, we construct hyperbolic hypersurfaces in P3(C ) of degree 31
whose complements are complete hyprebolic and hyperbolically imbedded in
P3(C), and hyperbolic hypersurface of degree 36 in P*(C).

Acknowledgment. The author would like to thank the referee for many
helpful comments.

§2. A holomorphic mapping into a hypersurface in P"(C)

Let n, ¢ and d be positive integers such that g>n+1 and d > (¢ — 1)2.
Let ¥ be a set of ¢ column vectors in C""!. We make the following as-
sumptions.

(A1) The vectors in V are in general position.

(A2) Take any k with 0 <k <min{n,q —n—2}. Then, for any distinct
vectors vy, ..., U, Uy, ..., u; in V and any d-th roots of wy,...,wx of —1, the n + 1
vectors v; —w;u; (0 < j<k) and v; (k+ 1< j<n) are linearly independent.

(A3) Take any k with 1 <k <min{n,gq —n—1}. Then, for any distinct
vectors v, ...,Up, U1,... 0 in V
Xk:{det(uj,vl,...,vn)}d+l £0.

det(vo, v1,...,0n)

J=1
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We define a hypersurface S(V') assoicated with ¥ in P"(C) by

> (z-0)? =0,
veV
where z-v=wvozo + - + U2, for v = "(vg,...,0p).
Now, let f be a holomorphic mapping of C into P"(C) with a reduced
representation f = (f,...,f,) such that f(C) < S(V), ie

Z(f : v)d = 07
velV
where f-v=vofy+ -+ vaf, for v="(vo,...,0n).
The following generalized Borel’s lemma is due to H. Fujimoto and M.
Green (cf. [F, Corollary 6.4] and |G, p. 70]):

LEMMA 2.1. Let f: C — S(V) be a holomorphic mapping. If d > (g —1)?,
then there exists a decomposition V =VoUViU---UV, of V with
V' >2 (1< j<?) such that

(i) ve Vo if and only if f-v=0,

(ii) for u,ve V\Vy, (f -u)/(f - v) is constant if and only if there exists j with
1<j</ such that u vel,

(iii) ZveV!(f v)? _Ofor each j with 1 < j <.

Put k, =4V, -1 for 1 <j<¢ and ko=4Vo. Then, we may assume
ki = --- >k, by changing indices. In this situation, we call V' = VoU VU ---
UV, the first kind of decomposition of V by f, and (ko;ki +1,...,k,+ 1) its
type. Set

Vo= 02,0}
and
v={o,....0)} (1<j<0).

Then, by Lemma 2.1, there exist nonzero constants co,, such that

. (v —w/ vy ) = Susk,l <)<

2.1 -0 -y =0 (1 k1<j<¢

and

(2.2) I+ @)+ + () =0 (1<j<0).

For brev1ty, we write w,(/) for v() co,(,j)v,(,j). The equations of (2.1) and

f- v,, =0 (1 <u<ky) can be represented as
0 © .a 1 ¢ ¢
£, oD W wd o w L w) = (0,...,0).

LemMMA 2.2. If there exists a nonconstant holomorphic mapping [ :C —
S(V), then
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(i) 0<ko<n-—-1,
(i) 1<k <n-1for 1 <j</,
(iii) the rank of the matrix

(0) 1) (1) (¢ )
(v, .. vch wi N I wl), w,(q)

is not greater than n—1.

Proof. The assertions (i) and (ii) follow from the assertion (iii) and the

assumptions (Al) and (A2). Hence we prove only (iii)
(0) ) 1) (1)

We assume that the rank of the matrix (v;’,. SV WL W
wi" ), .,w,(f) ) is greater than n — 1. Then there exist a non- smgular (n+ )
(n + 1)-matr1x P and an entire function ~ such that fP = (0,...,0,/4). Hence,
=(co:---:cy), where (cg,...,c,) is the (n+ 1)-th row of P71 Q.E.D.

In the rest of this section, we assume that there exists a nonconstant
holomorphic mapping f : C — S(V).

LEMMA 2.3. ko+k <n-—2.

Proof. Assume the contrary. Then ko +k; >n— 1.
(i) The case of ko + k; > n. In this case, by Lemma 2.2, there exist not all
zero constants ai,...,ak,by...,b,t, such that

aw) + -t agwl) + b0 b0l

=aq (vgl) — wgl)v(()l))

This contradicts (Al).
(i) The case of ko+k; =n—1. In this case, />2. It follows from

+ 4 ay (v,(q - co,(cll)vo )+ by v <+ by, v,(:_)kl =0.

Lemma 2.2 that there exist constants aji,...,au,,bj1,...,bx, such that
2 2,2
v — w7y

_ajlw(l )+ +a]klwk +b11v1)+"'+bjkov( )

= aj (”51) - wgl)”(()l)) T+t (”i(cll) - wl(c )"0 )+ bjlvl +eeet bjko"kD

for 1 < j<k;. By Cramer’s formula we have

2 1 1)
) 2 1) (0 0
det(v(()),vo ,. v,(q) vg ), v,(q)))
which contradicts (2.2) and (A3). Q.E.D.

Lemma 2.4, ko+#{j;2<j<¢and k,=1} <n-2.
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Proof. Assume ko +#{j;2<j<¢ and k, =1} >n—1. Take m such that

2<m<{, {—m+1+ky=n—-1 and k,=---=k,=1. Then, by Lemma
22, oV — (Moo, v,((oo), o™ — oM™ oD — o) are linearly de-

pendent, which contradicts (A2). Q.E.D.
Lemma 2.5. ko+ki+#{j;2<j<¢ and k, =1} <n—1.

Proof. By Lemma 2.3, it is enough to consider the case where
£>2. Assume ko+ ki +4#{j;2<j<¢ and k, =1} >n. Take m such that

2<m<{, {—m+1+ky+k =n and k,, =---=k;,=1. Then, by Lemma
22, 67,0+ o0, o) — VoD oD — 5D, o gl 0 00
are linearly dependent. This contradicts (A2). Q.E.D.

§3. Hyperbolicity of hypersurfaces in P"(C) (n=2,3 and 4)

In this section, we prove the hyperbolicity of S(V) in the case where n = 2,3
and 4. By Brody’s criterion for hyperbolicity ([B]), it surffices to show that there
exists no nonconstant holomorphic mapping f: C — S(V).

THEOREM 3.1. If n=2, then S(V) is hyperbolic.

Proof. Suppose that S(V) is not hyperbolic. Then there exists a non-
constant holomorphic mapping f:C — S(V). By Lemma 2.3, we see
ko + k1 <0. This contradicts k; > 1. Q.E.D.

The least degree of the hyperbolic hypersurfaces in Theorem 3.1 is 4.
THEOREM 3.2. If n=73 and q =5, then S(V) is hyperbolic.

Proof. Suppose that S(V) is not hyperbolic. By Lemma 2.3, we see
ko + k1 < 1. This implies that ko =0 and k; = 1. Since k; = --- >k, > 1, we
have that kj =--- =k, =1 and hence ¢ =2/. If ¢>5 is odd, then no such
decomposition occurs. If ¢ > 5 is even, we get

ko+#{j;1<j<?¢ and k, =1} >3,
which contradicts Lemma 2.4. Q.E.D.
The least degree of the hyperbolic hypersurfaces in Theorem 3.2 is 16.
THEOREM 3.3. If n=4 and q="1, then S(V) is hyperbolic.

Proof. Suppose that S(V) is not hyperbolic. By Lemma 2.3, we see ko +
ki <2. Since ¢ =7, it is easy to see that the only possible types of decom-
position of the first type are of types (0;3,2,2) and (1;2,2,2). For these two
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types, we have
ko+ki+t#{/;2<j<3 and k, =1} > 4.
This contradicts Lemma 2.5. Q.E.D.

K. Masuda and J. Noguchi [MN] gave an example of hyperbolic hyper-
surface of degree 196 in P*(C). The least degree of hyperbolic hypersurfaces in
Theorem 3.3 is 36.

§4. A holomorphic mapping omitting a hypersurface

Let n, ¢ and d be positive integers such that ¢g>n+1 and d >
(g— g+ 1. Let V be as in §2. Assume that (Al), (A2) and (A3). Let
f: C— P"(C) with a reduced representation f = (f;,...,f,) such that f(C)N

S(V)=0, ie.,
Z(f 1) =a

veV

for an entire function o without zeros. The following Lemma due to M. Green
plays an essential role (cf. [G, p. 73]):

Lemma 4.1. Let f:C — P"(C)\S(V) be a holomorphic mapping. If
d > (q—1)q+ 1, then there exists a decomposition V = VoU ViU --- UV, UV,
of V with Vo1 #0 such that

() 4V, 22 (1</<0)

(i) ve Vo if and only if f-v=0,

(iii) for w,v e V\Vy, (f -u)/(f - v) is constant if and only if there exists j with
1<j</¢+1 such that uveV,
(i
(v
(v

V) Yver,(f - 0) “=0 for each 1 < j<¢,
) vE Voy ifam{i only if (f-v)/a is constant,
2.

) Zve Vos (f 0

Put k,:=4V,—1 for 1 <j</+1 and ko :=}#V,. We may assume that
ki >--->ks,. Wecall V=VyUuViuU.--UV,UV,; the second kind of de-
composition of V by f, and (ko;k;1 +1,...,k, + L;ks1 + 1) its type.

Set

0
Vo= {00}
and
v, ={,....00} (lsjs/+1).
Then, by Lemma 4.1, there exist nonzero constants w,, such that

(4.1) [0 -0 =0 (1l<p<k,1<j<?)
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and
(4.2) L+ @)+ + (@) =0 (1<j<0).

If k;,1 > 1, then there exist nonzero constants a),(fﬂ) such that

(4.3) [0 oo™ =0 (1 <u<ke)

However, there is no relation corresponding to (4.2) for a),(fH). By (4.1), (4.3)
and f - v,(lo) = 0, we have the following: If k,;; =0, then

0 0 (1 1 ¢ ¢
f(vg),...,v,((o),wg),‘..,wil),...,wg),...,wfc/)) =(0,...,0),
and if k4 > 1, then

0 0) (1 1 £+1 £+1
f(vg),...,v,(m),wg),...,w,(q),...,wiJ’) w(+))

o Wi

©,...,0).

LemMa 4.2. If there exists a nonconstant holomorphic mapping [ :C —
P"(C)\S(V), then
(i) 0<ko<n-—1,
i) 1<k <n-1(1<j</?),
(iii) if k41 =0, the rank of the matrix
( (0) 0) (1) m ) (/))

U s O W W Wy

is not greater than n— 1, and if k;y1 = 1, the rank of the matrix
(0) 0 (1) (1) (£+1) (£+1)
(G2 S T RPN R N W )

is not greater than n — 1,
(iv) 0 <ksy1 <n-—1.

In the rest of this section, we assume that there exists a nonconstant
holomorphic mapping f : C — P"(C)\S(V). By the same way as in the proof
of Lemma 2.3, we have the following lemma:

Lemma 4.3. (i) ko +ki <n—1.

() If £ =2, then ko+k <n-—2.
(iii) ko +ks1 <n—1.

(@v) If £ = 1, then ko + ks <n—2.

By the same argument as in the proof of Lemma 2.4, we also get the
following lemma:

LemMA 44. ko+#{j;2<j<¢ and k; =1} <n-2.

Furthermore, we can show the following lemma by the same method as in
the proof of Lemma 2.5:
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LemMa 4.5. (i) ko+ ki +8{j;2<j</ and k, =1} <n-—1.
(i) ko +key1 +8{/;1<j<¢ and k, =1} <n-1.

§5. Hyperbolicity of complements of hypersurfaces

In this section, we prove that P"(C)\S(V) is complete hyperbolic and
hyperbolically imbedded in P"(C) in the case where n=2,3 and 4. We first
recall the following criterion for hyperbolicity of complements of hypersurfaces
(cf. [L, Theorem 3.3]):

LemMa 5.1.  Let S be a hyperbolic hypersurface in P"(C). Then P"(C)\S is
complete hyperbolic and hyperbolically imbedded in P"(C) if and only if there
exists no nonconstant holomorphic mapping f : C — P"(C)\S.

THEOREM 5.2. If n=2 and q > 4, then P*(C)\S(V) is complete hyperbolic
and hyperbolically imbedded in P*(C).

Proof. By Theorem 3.1, S(V) is hyperbolic. Suppose that there exists a
nonconstant holomorphic mapping f : C — P*(C)\S(V). If £=0, then ko+
ksy1 <1 by Lemma 4.3. Since g > 4, this is absurd. Hence / > 1. By Lemma
4.3, we see ko+k; <1. We also have k,y; =0 by Lemma 4.3. Thus we
conclude that the only possible type of decomposition of the second kind is of
type (0;2,2,...,2;1). This contradicts Lemma 4.5. Q.E.D.

THEOREM 5.3. If n=3 and q > 6, then P*(C)\S(V) is complete hyperbolic
and hyperbolically imbedded in P3(C).

Proof. By Theorem 3.2, S(V) is hyperbolic. Suppose that there exists a
nonconstant holomorphic mapping f : C — P3*(C)\S(¥). As in the proof of
Theorem 5.2, we have £ > 1. If /=1, then ko + k; <2 by Lemma 4.3. In this
case, it is clear that

k0+(k1+1)+(k2+1)=q26.

Thus we see k; > 2, which contradicts Lemma 4.3. If £ > 2, then ky + k; < 1 by
Lemma 4.3, (ii). This gives that kp = 0 and k; = 1. Thus the only possible type
of decomposition of the second kind is of (0;2,2,...,2;ks; +1). Hence
2{ + kse1+1=¢g=6. On the other hand, by Lemma 4.5, we get ks +¢ <2,
and hence k,y; < — 1. This is absurd. Q.E.D.

The least degree of the hypersurfaces in Theorem 5.3 is 31.

We next consider the case where n =4 and ¢=9. We first notice the
following: Suppose that there exists a decomposition of the first kind is of
(0;3,3,3) of ¥ by f. Then there exist nonzero polynomials Fi,...,F; of the
determinants of column vectors such that F, are independent of f and
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Fi(v1,...,v9) = 0 for some j, where V' = {v1,...,v9}. Indeed, by Lemma 2.2, we
have

o — 0P = an (ol — oo + a1 (o) — Vel) + ap (@) — o)

for j=2,3. By applying Cramer’s formula to

(’) (ozjlw(1 ) 4 ajzwgl))v(()l) + ajlv(ll) + ajzvgl) + (ng) - ajow(lj))v(()j) + ajov(lj),
we have
T R O P (U
i1 = N 2 =
’ dct(v0 ),v(ll),vgl),v(() ),v(lj)) ! det(vgl),vg ),vg ), ((,j),v(lj))
and

7 M 4 () ()
1 1) det(”Z y 01,0 7”() » V) )
~(@no +apal’) == H e
det(vO y 01,0, 7v() » U )
Hence, a)(ll) and wgl) can be written as rational functions of the above deter-
minants. Then, we have by (2.2)

{det(vgl), v(ll), vgz), véz), vgz)) det(v2 ), v(ll), vgl), v(()3), vil )

det(vo ,vgl),vg),vo ,v1 )det(v2 ,vl ,vgl),vg),vgz))}

{det(v0 ), vg ), (1) )det( vgl), vg ), vé ), vgz))

- det(v(()l)’ v§2)v L] )’ v(()z), V) ) det(vg)? v vg )7 1)(()3), 023))}

£ (det(ol, o, o, o2, o) det(s?, o0, o2, o, o)
det(vo ),UEI),ng),D(()z ,vgz))det( () vga),vgl), (), 23))}‘1
=0.

Hence, by permutations, we get polynomials F, with the above property, and the
number of polynomials s is 9!. Also, if there exists a decomposition of the
second kind of (0;3,3;3) of V by f, then Fj(vy,...,v9) =0 for some j. By the
same way, if there exists a decomposition of the second kind of (0;3,3,2;1) of V
by f, then we have nonzero polynomials Gy, ..., G, such that G; are independent
of f and Gi(vi,...,v9) =0 for some k. Indeed, by Lemma 4.2, we have

o~ 22 = 30— o)+ ) — o) + as(e? - Vo)

for j=1,2. By Cramer’s formula, we get

1 1 3) @3
W — det(] ,v(()),vl),vg), 3 a)§ )v(()))

/ det(v(()z),vo ,vgl),vgl),vg) co?)v((f)).
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Note that w; ®) is a d-th root of —1. By (2.2) we get polynomials Gy, and the
number of polynomlals tis 9! xd. Let ¥ be a proper algebraic subset of C*

defind by
= (QI{F}'(UI,..‘,%) = 0}) U <Q{Gj(01,...,l)9) =O}>

THEOREM 5.4. If g=9 and V ¢ ¥, then P*(C)\S(V) is complete hyperbolic
and hyperbolically imbedded in P*(C).

Proof. Suppose that there exists a nonconstant holomorphic mapping
f:C — S(V). Then by Lemmas 2.3 and 2.5, it is easy that the only possible
type of decomposition of the first kind by f'is of type (0;3,3,3). If P*(C)\S(V)
is not Brody hyperbolic, then we also see that the only possible types of de-
composition of the second kind are of types (0;3,3;3) and (0;3,3,2;1) by
Lemmas 4.3 and 4.4. Hence V ¢ ¥~ yields our assertion. Q.E.D.

By Theorem 5.4, we obtain hyperbolic hypersufaces of degree d > 73 in
P*(C) whose complements are complete hyperbolic and hyperbolically imbedded

in P4(C).

Example 5.5. Let vy =(1,0,0), v ’(O, 1,0), v3 = /(0,0,1), vs = ‘(a,b,¢)
and V= {vl,vz,v3,v4} The COIldlthIl (A1) is equwalent to abc ;éO (A2) to
a # -1, b9% —1, ¢?# —1, and (A3) to a?+ (—=b)? #£0, b9+ (—c)? #0,
¢? + (—a)? #0. Hence, if a,b,c satisfy the above conditions and d > 13, then
the hypersurface in P2( ) deﬁned by

28 + 20 + 28 + (azo + bz 4 ¢z2) = 0

is hyperbolic and its complement is complete hyperbolic and hyperbolically
imbedded in P*(C). Suppose that this hypersurface has a singular point
(Po: py:py)- Then pi~'+a(apy+bpy+cp)*™" =0, pi~' +b(apy+bp, +
epy)?™' =0 and P8t + clapy + bp; + epy)?™ = 0. It is trivial that P := ap, +
bpy+cp, #0. Hence we have p,=owP, p;=nP and p,=¢P for some
(d = 1)-th roots w,n, & of —a,—b,—c, respectively. Hence we get wa+ nb+
Zc=1. Therefore, this hypersurface is smooth if wa+#nb+ &c#1 for any
(d — 1)-th roots w,n,¢& of —a,—b,—c, respectively. For example, if a =1/2,
b=1 /4 ¢ =1/8, these four conditions are satisfied.

. B. Zalndenberg showed in [Z] that the existence of a smooth hyperbolic
hypersurface of degree 5 in P*(C) whose complement is complete hyperbolic and
hyperbolically imbedded in P*(C). On the other hand, K. Azukawa and M.
Suzuki [AS] gave an explicit equation defining such a hypersurface of degree 14.
The degree 13 of our example is lower than it.
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