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INTEGRAL MEANS FOR THE FIRST DERIVATIVE OF

BLASCHKE PRODUCTS
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Abstract

Suppose that B�z; fakg� is a Blaschke product associated with the sequence fakg.
If
Py

k�1�1ÿ jak j�a <y for some a in �0; 1=2�, it is known that B 0�z; fakg� A H p for all

p in �0; 1ÿ a�. We extend this result by considering the situation when p > 1ÿ a. In

these cases we obtain that B 0�z; fakg� B H p. We then give some counterexamples to

indicate to what extent our results may be regarded as being best possible.

1. Introduction and preliminaries

A Blaschke product B�z; fakg� associated with the sequence fakg is a
function de®ned by the formula

B�z; fakg� �
Yy
k�1

ak

jakj
ak ÿ z

1ÿ akz

� �
;�1�

where
Py

k�1�1ÿ jakj� <y, and 0 < jakj < 1 for all k in N . This function is
regular and bounded whenever z is in U � fz : jzj < 1g.

For 0 < p <y, the Hardy space H p is de®ned to be the class of all
functions f regular in U for which sup0<r<1f1=�2p� � 2p

0 j f �reiy�jp dyg1=p is ®nite.
The purpuse of this paper is to extend a result due to Protas [5], which says

that, if Xy
k�1

�1ÿ jakj�a <y;�2�

for some a in �0; 1=2�, then B 0�z; fakg� A H p for all p in �0; 1ÿ a�. In §2, we
show that, for all p > 1ÿ a, the integral means I�r� � � 2p

0 jB 0�reiy; fakg�jp dy �
of�1ÿ r�1ÿaÿpg as r! 1. We then present, in §3, a speci®c example which leads
to methods that can be employed and gives guide to a procedure that can be
adopted in the general counterexamples that we encounter later in §4 and §5 while
illustrating that our estimates are essentially best possible of their type. In these
counterexamples we ®nd it convenient to construct Blaschke products which have
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groups of factors contributing in a dominant way to the estimation of the integral
I�r� for a set of values r increasing to 1.

Finally, we see in §6 that the sequence of values r for which the general
counterexamples hold may be widely dispersed. If this is the case, then these
counterexamples can hold everywhere on an interval �r0; 1�.

Throughout this paper, the symbol C denotes a positive constant, and C�� � ��
a positive constant depending on the parameters indicated in �� � ��. For
clari®cation we will, from time to time, distinguish various appearances of the
constants by using su½xes such as C1;C2; . . . ;C1�� � ��;C2�� � ��; . . . : Also the
symbol e�r� denotes a positive function that tends to zero as r increases to
one. However it should be noted that for j � 1; 2; . . . ; the terms C;Cj;Cj�� � ��
and e�r� may vary from one appearance to the next, but always there will be
some implicit means of ®nding them at each stage.

For later convenience, we list the following standard lemmas.

Lemma 1 (See [6], p. 333). Let B�z; fakg� be a Blaschke product. Then

jB�z; fakg�j < 1 for all z in U :

Lemma 2 (See [7], p. 226). If x A �0; 1�U �1;y�, and y is a natural number,
then there are two positive constants C1�x� and C2�x� not dependent on y such that

C2�x� < �1ÿ r�h�x�
�2p

0

j1ÿ reiyyjÿx dy < C1�x� �0 < r < 1�;

where h�x� � max�0; xÿ 1�.

In view of Lemma 1, we note that for

Bm�z; fakg� �
Yy
k�1

k0m

ak

jakj
ak ÿ z

1ÿ akz

� �
;�3�

we also get

jBm�z; fakg�j < 1 �jzj < 1�:�4�

2. Some extensions of Protas' theorem

Here we show that, Protas' theorem can be extended for all p > 1ÿ a while
0 < a < 1=2. First we present some interesting useful lemmas.

Lemma 3. Let fakg be a Blaschke sequence such that (2) holds for some a in
�0; 1=2�. Then for any number p > 1ÿ a, we haveXy

k�1

�1ÿ rk�p
�1ÿ rkr�2pÿ1

<
e�r�

�1ÿ r�p�aÿ1
�0 < r < 1�;

where limr!1 e�r� � 0.
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Proof. The inequality pÿ a > 0 implies

�1ÿ rk�p
�1ÿ rkr�2pÿ1

� �1ÿ rk�a
�1ÿ rkr�p�aÿ1

1ÿ rk

1ÿ rkr

� �pÿa

<
�1ÿ rk�a
�1ÿ r�p�aÿ1

:�5�

Also we have

�1ÿ rk�p
�1ÿ rkr�2pÿ1

< �1ÿ rk�1ÿp:�6�

Now, for any number l > 0 we can ®nd a su½ciently large number N,
depending on l, such that

Py
k�N�1�1ÿ rk�a < l. Together with the inequalities

(5) and (6) this shows thatXy
k�1

�1ÿ rk�p
�1ÿ rkr�2pÿ1

<
XN

k�1

�1ÿ rk�1ÿp

( )
� l

�1ÿ r�p�aÿ1
<

2l

�1ÿ r�p�aÿ1
;

since, for a suitable choice of R, depending on N and frkg, the value �1ÿ r�p�aÿ1

can be made so small thatXN

k�1

�1ÿ rk�1ÿp <
l

�1ÿ r�p�aÿ1
�0 < R < r < 1�:

The last inequality is equivalent to

1ÿ lPN
k�1�1ÿ rk�1ÿp

( )1=�p�aÿ1�
< r < 1:

Hence we conclude thatXy
k�1

�1ÿ rk�p
�1ÿ rkr�2pÿ1

<
e�r�

�1ÿ r�p�aÿ1
�0 < r < 1�;

where limr!1 e�r� � 0. r

Lemma 4. Let B�z; fakg� be a Blaschke product. Then, for any z A U ,

jB 0�z; fakg�j < C

�1ÿ r� �jzj � r�:

Proof. Since jB�veif; fakg�j < 1 for all v in �0; 1� and 0U f < 2p. Then by
the Cauchy's integral formula for derivatives [4, p. 123] we get

B 0�z; fakg� � 1

2pi

�
jwj�v

B�w; fakg�
�wÿ z�2 dw �0 < r < v < 1�;

where z � reiy and w � veif

Thus, for m � fÿ y, we have
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jB 0�reiy; fakg�j � 1

2pi

�2p

0

B�veif; fakg�
�veif ÿ reiy�2 iveif df

�����
����� < 1

2pv

�2p

0

dm

j1ÿ �r=v�eimj2 :

Put v � �1=2��1� r�. Then, r=v � 2r=�1� r� < 1, and so Lemma 2 yields

jB 0�reiy; fakg�j < 1

2pv

C1

�1ÿ r=v� U
C

�1ÿ r� :

This completes the proof. r

Using Lemma 3, we prove the following result which extends Protas'
theorem for 1ÿ a < pU 1.

Theorem 1. Let B�z; fakg� be a Blaschke product such that the condition (2)
holds for some a in �0; 1=2�. Then, for 1ÿ a < pU 1, there is a positive function
e�r� such that � 2p

0

jB 0�reiy; fakg�jp dy <
e�r�

�1ÿ r�p�aÿ1
�0 < r < 1�;�7�

where

lim
r!1

e�r� � 0:�8�

Proof. Since 1=2 < 1ÿ a < pU 1, then the logarithmic derivative of
B�z; fakg� together with (4) (replacing m with k) yields

jB 0�z; fakg�jp � ÿ
Xy
k�1

Bk�z; fakg� ak

jakj
1ÿ jakj2
�1ÿ akz�2

�����
�����

p

<
Xy
k�1

1ÿ jakj2
�1ÿ akz�2
�����

�����
p

:

Therefore, for z � reiy and ak � rkeigk , Lemma 2 implies�2p

0

jB 0�reiy; rkeigk �jp dy < C�p�
Xy
k�1

�1ÿ rk�p
�1ÿ rkr�2pÿ1

:

Applying Lemma 3 to the last inequality, and absorbing the constant C�p�
in the function e�r�, we complete the proof of the Theorem. r

Now utilizing our previous results, we obtain the following more general
result, extending the Protas' theorem for p > 1.

Theorem 2. Let B�z; fakg� be a Blaschke product, such that the condition (2)
holds for some a in �0; 1=2�. Then, for all p > 1, there is a positive function e�r�
such that � 2p

0

jB 0�reiy; fakg�jp dy <
e�r�

�1ÿ r�p�aÿ1
�0 < r < 1�;
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where limr!1 e�r� � 0.

Proof. Choose a suitable number g with 1ÿ a < gU 1 < p. Then by
applying Theorem 1 and Lemma 4, we get�2p

0

jB 0�reiy; fakg�jp dy �
�2p

0

jB 0�reiy; fakg�jpÿgjB 0�reiy; fakg�jg dy

<
C�g; p�
�1ÿ r�pÿg

�2p

0

jB 0�reiy; fakg�jg dyU
e�r�

�1ÿ r�p�aÿ1
;

if C�g; p�U 1. If not, then replacing the given function e�r� by e�r�=C�g; p� ends
the proof. r

3. Some counterexamples

The question that will now be considered here is whether (7) with (8) is the
best possible result that can be obtained, or can we ®nd stronger conditions than
(8) satis®ed by e�r�? For example, is e�r� < �1ÿ r�t possible for some positive
number t, and all sequences fakg satisfying (2)?

We will see that this can be disproved by example, and further examples will
be considered to test whether e�r� must tend to 0 more slowly as r! 1. e.g. Is it
always true that

e�r� < flog log�1ÿ r�ÿ1gÿt �0 < r < 1�;�9�
for some t > 0?

If a result such as (9) is true for all sequences fakg, Protas' theorem might be
modi®ed to show this. If (9) is not generally true for all sequences fakg, then
some suitable examples should be sought out.

The following particular example shows that (9) is, in fact, not generally
true.

Example 1. Let B�z; fakg� be a Blaschke product with zeros fakg such that

B�z; fakg� �
Yy
k�1

r
qk

k ÿ zqk

1ÿ r
qk

k zqk
�
Yy
k�1

bk�z; fakg�;�10�

where qk � 2pk and pk � 22k

for all k V 1 �k A N�.
Further, for some a in �0; 1=2� and 1ÿ a < pU 1, de®ne

rk � 1ÿ 2ÿpk=a2ÿkb �b > 0�;
then

I�r� �
�2p

0

jB 0�reiy; fakg�jp dy >
e�r�

�1ÿ r�p�aÿ1
;
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where r � rt, for su½ciently large values of t, and

e�r� > C� p�flog log�1ÿ r�ÿ1gÿt �t > 0�:
For convenience log will denote log2.

Similar examples have been considered previously by Linden [3], and it is
not di½cult to follow similar applications.

This result could be extended to include values of p in �1;y�. We shall,
however, generalize our considerations of the problem, and cover such cases later,
by making some re®nements of this simpler method.

4. General counterexamples for 1ÿ a < pU 1

In the following theorem we shall investigate the sense in which our result
in Theorem 1 is the best possible of its type.

Theorem 3. Let a A �0; 1=2�, and let e�r� be a given positive function which
is continuous on �0; 1� with limr!1 e�r� � 0. Then, there exist an in®nite Blaschke
product B�z; fakg� whose zeros satisfy the convergence condition (2), and for any
number p in �1ÿ a; 1�, we have

I�r� �
�2p

0

jB 0�reiy; fakg�jp dy >
e�r�

�1ÿ r�p�aÿ1
;�11�

for a sequence of values r increasing to 1.

In fact estimating I�r� would be di½cult in general. So, it will be an
advantage to look at a Blaschke product B�z; fakg� which can be factorized so
that for certain values of r the contribution to I�r� arising from some of the terms
is dominant.

One way of doing this is to consider, as in Example 1, clusters of zeros of
equal modulus which will give rise to major contributions in the formation of the
Blaschke product B�z; fakg� and the corresponding integral I�r� for certain values
of z and r.

So, for a sequence of numbers frkg increasing to 1 on �0; 1� and for a
sequence of integers fqkg we consider B�z; fakg� to have qk zeros of the form
rkei�2pj=qk� �0U j U qk ÿ 1� equally distributed on fz : jzj � rkg according to
de®nition (10).

Note, however, that the general convergence condition (2) will be here
equivalent to Xy

k�1

qk�1ÿ rk�a <y; a A 0;
1

2

� �
:�12�

Although qk will be chosen as a large integer, we must have, at least,
qk � of�1ÿ rk�ÿag in order that (12) is satis®ed. We will also choose the ratio
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�1ÿ rk�1�=�1ÿ rk� to be so small as to give the dominance of one term in
B�z; fakg� for appropriate values of z.

In verifying this theorem we may assume, without loss of generality, that
the given function e�r� is decreasing. If not, then we can replace it by e1�r� �
supfe�x� : xV rg which satis®es the same conditions as e�r� with the addition that
e1�r� is decreasing and e1�r�V e�r�.

First we state the following lemma which will be used to show that, without
loss of generality, we can replace the decreasing function e by a smoother
function to make our deductions easier to pick out dominant terms in B�z; fakg�.
We omit the proof for brevity.

Lemma 5. For a given positive decreasing function e�r� which is continuous on
�0; 1� with limr!1 e�r� � 0, there is a positive decreasing function d�r� satisfying the
following conditions:

(i) d�r�V e�r� �r A �0; 1��,
(ii) limr!1 d�r� � 0,
(iii) for each given number s in �0; 1�

lim
r!1

d�r�
d�1ÿ s�1ÿ r�� � 1:

It would be interesting to note that, under the given conditions, the function
d�r� cannot be smaller than any positive power of �1ÿ r�.

Proof of Theorem 3. Let B�z; fakg� be de®ned as in (10) while condition
(12) holds. We will estimate the size of I�r� in (11) at a suitable set of values
r � rt �tV t0; t; t0 A N� by examining the expansion

B 0�z; fakg� � ÿ
Xy
k�1

Bk�z; fakg� qkzqkÿ1�1ÿ r
2qk

k �
�1ÿ r

qk

k zqk �2 ;�13�

where

Bk�z; fakg� �
Yy
j�1
j0k

bj�z; fakg�;�14�

and bj�z; fakg� is de®ned as in (10) with j in place of k.
Now, for 0 < s < 1, we will ®rst choose the sequence of numbers frkg in

�0; 1� so that

1ÿ rk�1 � s�1ÿ rk� �k � 1; 2; 3; . . .�:�15�
Later, however, this value of s will be further quali®ed.

By applying Lemma 5 to e�r�, we can ®nd d�r� which satis®es the conditions
(i), (ii), (iii). It will be convenient to prove our result in terms of d rather than
e, which will be acceptable in view of condition (i). Consequently we de®ne the
sequence of integers fqkg so that
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qk � ��1ÿ rk�ÿad�rk�� �k � 1; 2; 3; . . .�:
This means that, for large value of k, we can write

d�rk�
2

< qk�1ÿ rk�a U d�rk� �k V k0; k; k0 A N�:�16�
For large natural number t, let

A1�z; fakg� �
Ytÿ1

k�1

bk�z; fakg� and A2�z; fakg� �
Yy

k�t�1

bk�z; fakg�;

where bk�z; fakg� is de®ned as in (10). Further, for k � t, r � rt and 1ÿ a <
pU 1, de®ne

J�rt� �
�2p

0

Bt�rte
iy; fakg� qt�rte

iy�qtÿ1�1ÿ r
2qt
t �

�1ÿ r
2qt
t eiqty�2

�����
�����

p

dy;�17�

where Bt�z; fakg� is de®ned by (14) with t in place of k.
We show that (as t!y) J�rt� gives a dominant contribution to I�r� where

r � rt. We begin by noting the following property of Blaschke product (see
Frostman [1]):

jBt�rte
iy; fakg�j2 V 1ÿ

Xy
j�1
j0t

�1ÿ r
2qj

t ��1ÿ r
2qj

j �
j1ÿ r

qj

j r
qj

t eiqj yj2 ;�18�

and also since

r
qj

j ! 1 as j !y;

then we may assume (without loss of generality) that r
qj

j V 1=2 for j V 1.
Observe that

T1 �
Xtÿ1

j�1

�1ÿ r
2qj

t ��1ÿ r
2qj

j �
j1ÿ r

qj

j r
qj

t eiqj yj2 < 8
Xtÿ1

j�1

1ÿ rt

1ÿ rj
<

8s

1ÿ s
:�19�

Similarly, for r
qj

t V 1=2, we get

T2 �
Xy

j�t�1

�1ÿ r
2qj

t ��1ÿ r
2qj

j �
j1ÿ r

qj

j r
qj

t eiqjyj2�20�

<
Xy

j�t�1

�1ÿ r
2qj

t ��1ÿ r
2qj

j �
�1ÿ r

qj

t �2
< 4

Xy
j�t�1

1ÿ r
qj

j

1ÿ r
qj

t

< 4
Xy

j�t�1

1ÿ r
qj

j

1ÿ r
qt
t

<
8

qt�1ÿ rt�
Xy

j�t�1

qj�1ÿ rj�a�1ÿ rj�1ÿa
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<
16

d�rt��1ÿ rt�1ÿa

Xy
j�t�1

d�rj��1ÿ rj�1ÿa

<
16d�rt�1�

d�rt��1ÿ rt�1ÿa

Xy
j�1

�1ÿ rt�1ÿas j�1ÿa�

� 16
d�rt�1�
d�rt�

Xy
j�1

sj�1ÿa� <
16s�1ÿa�

1ÿ s�1ÿa� ;

since 1ÿ rj � s� jÿt��1ÿ rt� for all j > t. This together with (18) and (19) gives

jBt�rte
iy; fakg�j > 1ÿ �T1 � T2� > 1ÿ 8

s

1ÿ s
� 2s�1ÿa�

1ÿ s�1ÿa�

� �
:

Thus for a suitable choice of s in �0; 1� depending on a, the value of
�s=�1ÿ s� � 2s�1ÿa�=�1ÿ s�1ÿa��� can be made so small that

jBt�rte
iy; fakg�j > 2ÿ1 �0U y < 2p�:�21�

Consequently, substituting (21) in (17) and applying Lemma 2, we obtain

J�rt� > C1�p�qt�1ÿ rt�1ÿp:�22�
Now, for pU 1; (See [2], pp. 146±147), we have

J1�rt� �
�2p

0

jA 01�rte
iy; fakg�jp dy < C2� p�

Xtÿ1

k�1

qk�1ÿ rk�1ÿp:�23�

Similarly, we obtain

J2�rt� �
�2p

0

jA 02�rte
iy; fakg�jp dy <

C3�p�
�1ÿ rt�2pÿ1

Xy
k�t�1

qk�1ÿ rk�p �pU 1�:�24�

The triangle inequality yields that

I�rt�V J�rt� ÿ J1�rt� ÿ J2�rt��25�

> qt�1ÿ rt�1ÿp

(
C1�p� ÿ C2�p�

Xtÿ1

k�1

qk�1ÿ rk�1ÿp

qt�1ÿ rt�1ÿp

ÿ C3�p�
Xy

k�t�1

qk�1ÿ rk�p
qt�1ÿ rt�p

)
:

To estimate the ®nite sum in (25), we note that

lim
k!y

d�rk�
d�1ÿ s�1ÿ rk�� � 1;
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that is, for any W > 0 there is a corresponding positive number K � K�W� such
that

d�rk�
d�1ÿ s�1ÿ rk�� ÿ 1

���� ���� < W �k > K�:

Therefore, for a suitable choice of s such that �1�W�sp�aÿ1 < 1, we obtainXtÿ1

k�1

qk�1ÿ rk�1ÿp

qt�1ÿ rt�1ÿp
<

4�1�W�sp�aÿ1

1ÿ �1�W�sp�aÿ1
:�26�

Next, we can easily estimate the in®nite sum, and getXy
k�t�1

qk�1ÿ rk�p
qt�1ÿ rt�p <

2spÿa

1ÿ spÿa
:�27�

If we now further restrict the number s so that

C2� p� 4�1�W�sp�aÿ1

1ÿ �1�W�sp�aÿ1
� C3�p� 2spÿa

1ÿ spÿa
U

C1�p�
2

;

we obtain from (25), (26) and (27)

I�rt� > C1�p�
2

qt�1ÿ rt�1ÿp >
e�rt�

�1ÿ rt�p�aÿ1
:�28�

Now the required result follows as long as
Py

k�1 d�rk� converges. However,
our speci®cation of d does not ensure that this is so. Thus, we note that, due to
the condition limr!1 d�r� � 0, we can choose a subsequence of natural numbers
fksg such that

Py
s�1 d�rks

� <y.
Further, we note that, the general inequalities obtained relating to B�z; fakg�

are also applicable correspondingly to the following Blaschke subproduct:

b�z; fakg� �
Yy
s�1

r
qks

ks
ÿ zqks

1ÿ r
qks

ks
zqks

:

This completes the proof. r

5. General counterexamples for p > 1

The following theorem indicates that our result in Theorem 2 is essentially
the best possible result that can be obtained.

Theorem 4. Let a A �0; 1=2�, and let e�r� be a given positive function which
is continuous on �0; 1� with limr!1 e�r� � 0. Then we can ®nd an in®nite Blaschke
product B�z; fakg� whose zeros satisfy the associated convergence condition (2), and
for any number p > 1, we have
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I�r� �
�2p

0

jB 0�reiy; fakg�jp dy >
e�r�

�1ÿ r�p�aÿ1
;

for a sequence of values r increasing to 1.

Because of similarity of the proof with that of Theorem 3, we shall forego
the corresponding details.

6. Integral mean inequalities valid everywhere on �r0; 1�
We note that, if e�r� is fairly small, then Theorems 3 and 4 can hold

everywhere on an interval �r0; 1�. As a sample of what is possible, we obtain the
following theorem.

Theorem 5. Let a A �0; 1=2�, and let e�r� be a given continuous function on
�0; 1� and which for a constant number h �> 1�, satis®es

0 < e�r�U flog�1ÿ r�ÿ1gÿh �0 < r < 1�;�29�
then, for some r0 in �0; 1�, and for any number p > 1ÿ a, we can ®nd an in®nite
Blaschke product B�z; fakg� whose zeros satisfy the associated convergence con-
dition (2) such that

I�r� �
�2p

0

jB 0�reiy; fakg�jp dy >
e�r�

�1ÿ r�p�aÿ1
; �r0 U r < 1�:�30�

Proof. Since e�r� is assumed to satisfy the condition (29), then we can
follow through the proofs of Theorems 3 and 4 by putting

d�r� � flog�1ÿ r�ÿ1gÿh:�31�
So, for the suitably chosen constant s in �0; 1� we haveXy

k�1

d�rk� �
Xy
k�1

�k ÿ 1� log
1

s

� �
� log

1

1ÿ r1

� �� �ÿh

<y;�32�

as long as we assume that h > 1 and

1ÿ rk�1 � s�1ÿ rk� �k � 1; 2; . . .�:�33�
Consequently, there is no need to take a subsequence frks

g of frkg to ensure
the convergence of the series

Py
s�1 d�rks

�.
We point out that B�z; fakg� was considered to have qk zeros, for which we

obtain Xy
k�1

�1ÿ jakj�a �
Xy
k�1

qk�1ÿ rk�a <y 0 < a <
1

2

� �
;�34�

where qk � ��1ÿ rk�ÿad�rk�� for k � 1; 2; . . . :
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Thus, we have a Blaschke product B�z; fakg� with zeros satisfying the
convergence condition (34), while the inequality (30) holds for the sequence of
values r � rt increasing to 1, when t is su½ciently large. However, if for any
natural number t, we have rt U r < rt�1, then we can use the increasing property
of I�r� (as a function of r) to get

I�r� �
�2p

0

jB 0�reiy; fakg�jp dyV
�2p

0

jB 0�rte
iy; fakg�jp dy

>
d�rt�

�1ÿ rt�p�aÿ1
>

sp�aÿ1d�r�
�1ÿ r�p�aÿ1

:

By redesignating the function d or initially writing d�r� � s1ÿpÿa �
flog�1ÿ r�ÿ1gÿh in place of (31), we end the proof of the Theorem. r

Thus, we can see that this type of results may be extended by the introducing
of a logarithmic scale which ensures the convergence property (32). For example,
the condition (29) might be replaced by

0 < e�r�U flog�1ÿ r�ÿ1gÿ1flog log�1ÿ r�ÿ1gÿh

for h > 1 and 0 < r < 1.

The author would like to express his great appreciation to Dr. C. N. Linden,
for his help and continuous encouragement.
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