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§ 1. Let {X\(#)}(k=0,1,2, --) be a sequence of random variables defined
in a probability space (7. F. P). The so-called central limit theorem (Cramér
[17]) states that when a sequence {Xi(¢)} satisfies some appropriate condi-
tions, then we have
lim P<‘1= i X< a) = - fle-“z/zdu

N N 27

N-yeo

where «/ln 2 X,(t) denotes a suitably normalized variable. About this
k=0

theorem we will consider the following two generalizations :

1°. Replacing the constant upper limit ¢ of summation by a measurable
function ¢(¢) defined in 7. .

2°.  Replacing the number # of random variables of summation by a random
function N,(¢) defined in 7.

On these generalizations J. C. Smith [ 2] has proved some theorems in the case

where {X;(?)} is the system of Rademacher’s functions. On the other hand

1 h
M. Kac [3] has discussed the limit distribution of the type of N/le f(2%t),
k=0

where f(¢) is a measurable function with period 1. In this note we consider
the above generalizations in the case Xi(f) = f(2¥¢). Throughout this note

n.

we assume that N Z f(2%t) converges in law to the normal distribution
k=0

G(u).

§ 2. In this paragraph we prove a lemma.
Lemma 1. If E is a measurable set in (0,17 then

tim P(5 > fi2) <@, E) = HE)G (@)

rded k=0
where P is the Lebesgue measure.
Proor. Devide [0,1] into 2' equal parts and denote by A! the set
t; jl2i<t<@G+1)/27 7=0,1,2,:---20—1, and i =1, 2, -~--,
Then for any : and 7

1 n
~1im P (= S st s q)
6w =l p (75 Zren sa
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= lim P (%—2 f(2t) < a, u Af)

-t (e (S E) oz i)

= lim ZP( 2 f(2) < a, Af)

n>oo

N-yoo

= 2 lim P(ﬁ 2 f(2t) < a, A{)
k=i

1 n
— 91§ 3 J
2/ lim P(\/—n g()f(Z t)<a, AL> .

N->oo

Therefore

1 n
tim P(( 7 SA2H S a &) = PAIGE.

N-yoo
Now, let M be the family of sets E which satisfy the following relation
1
lim P(~ 2 et <a, E) = P(E)G(a).
n-yoo
Then we can easily conclude the following properties:
1° M includes [0,1] and A} for any ¢ and j
2° If ECE, and E', E€ M, then ' — Ec M.
For

. 1 < ,
hmP(—J—-—n—gf(Z?t)§a, E —E)

n=reo
= lim P<—*1~ éf(Z’“t) =a E’) — lim P( 1—%)’(2"‘;‘) <a E)
’\/n k=0 = «/" k=0 =

e b
= P(E"G(a) — P(E)G(a) = P(E’' — E)G(a).
3° If E= ;l;JXA;, Aj;€ M and A;, Ay (j =+ ) are non-overlapping, then E € M.
For
12
lim P(ﬁ Zf(2“t) <a, E)

1
= lim )_ P( 2ﬂ2’°t) <a, A:) )

nye

and for every n we have

1 n
0< P(—= S A2t S a, &) S PA)
Vo &
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and

2 P(Aj) = P(E).
Jj=0

So the convergence of > P( 1'2 f(2) < a, A;) is uniform with res-

j=0 k=0
pect to n, Hence we can exchange the order of limit and summation of (1).
Thus the right hand side of (1) is

> limP (:/% g A2 < a, A,)

G=g "V

= 2 P(A5)G(a) = PIE)G(a),
j=0 -

which is the required result.

Since M includes any closed interval and any open interval, any open
set and any closed set are also included in M by 1°-3°. Here, P is the
Lebesgue measure, so M includes any L-measurable set.

Using the above lemma we shall consider the generalizations mentioned
in §1.

§3. THEOREM 1. Let g(t) be a non-negative measurable function defined
in [0,1], then

m P (v

where G(u) denotes the normal distribution.

0f<2'~t>] <o) = f dt f " a6,

—g(t)

k=

Proor. It is sufficient to prove this theorem for the case where g(¢) is
a simple function. Let g¢g(¢) be a simple function such that {a; E:}
(=12 ----). Then we have

lim P (:}; ‘t) ‘ = g(t))
2)
= lim 2 P<J -~ 2t)| <@, gt) = a,) .

The exchange of limit and summation of (2) is shown by the same way as
in 3° of the preceding lemma. Hence, using Lemma 1, we have

ﬁ]lim P(;/IT

i=q %

ﬁﬂzm\ s, o) = a)
k=0

=D [Gla) — G(— )T P(g9(t) = a)

i=1
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= X Plt) = a) | dG(u)
i=1

1 2(t)
= dat | dG(u).
0 I0)
Thus we get the theorem.
If two measurable functions g,(#) and g.(f) have the distribution func-
tions Gi(#) and G,(») respectively and if G,(#) = G, %) for the continuity

points of G,(#) and G.(#), then it is said that ¢,(#) and g¢.(¢) have the same
distribution function G(#) (or G(=)).

COROLLARY 1. Let gi(¢) and gt) be non-negative and measurable functions
having the same distribution function G(u). Then

2)| S0))

N-yeco

21’(2’%‘)

- %‘:::PQ =040)

= of .dG(v) f vdG(u).

Proor. From Theorem 1, we have

I1(6)

<o) = f at f dG(u) = of dG) f AG(w)

=01(t)

lim P

1->e0

2kt)

1 a(t)

fdt dG(w) = lim P(\/

] —02(t)
§ 4. Next, we consider the second generalization.

THEOREM 2. Let N,&) = nN(t) 1+ Qu(), where Nu(t) and N(t) are measur-
able functions which take only non-negative integers, and Q,&) = o(n''*). Then

= 040))-

1 Np(t)
%
tim P( 75| Z 20| )
- oM~z
=2 P(N(H) = M)| dG(w)
=0 —as—12

av(t)—1/2

=f:1tf dG(u) .

0 aney-12
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Proor. Put
Np(t) nN(t)

1
ﬁ k2=o @26t = :/—7 E F2) + Sal?),

then
lim P(1S(#)] > €)

= tim (PIS(6)| > & [ (N = M, U Qut) = b))
n->oc0 M=0 k==—co

= 1im P(IS.0) >&, Nty =M, U Qut) = k)
=0 N=>co k=—co
- 1 N
=3 lim P( 7|2 re o] >e)
where 3/ denotes the summation from z#M to nM + |Qu(Z)] or from nM —

|@a(2)] to nM according to Q,(2) =0 or Q)< 0. But from our assump-

tion /\/1-— 2 f(2%t) converges in law to G(z) and Q,(t) = o(n'*). Hence
k=0

11mP< : i}] f(z't)l >&)=0.
>0

So we have

Np(®)

1 " )
<
i (| S <.
nN(t)
= lim P< 2% | < a)
~>oo
nM (3)
= i — %, -
lim EP ( &y 2/(2 )| <a, N@) M>
= lim EP( SaM% N@) = M)
>0 M=
= 1i ( -10z, — )
2 lim P (/o 74P <aM N(t)
By Lemma 1, the last hand 31de of (3) equals to
o -1/2 an(t)~ 12
S PNty = M) f dG(w) = f at [ dG(w).
M=0 »
a3 —an(e)~1/2

In Theorem 2, when M = N(t) = 0 then we interprete that aM~1* = aN(¢)-/*
denotes oo.
COROLLARY 2. Let

N (&)= nN'(@®) + Q@)
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and

N,(@#) = nN"(t) + Q,/(t)
satisfy the conditions of Nyu(t), N(t) and Q.(t) of Theorem 2. If N'(t) and
N"(t) have the same distribution function G(u), then

S A0)
=a )

. _1 | .
(s S
v,/ 1)

lim P( 2 J(2Ft)

N->00

l[

sa)

-1/2

f dGu) f dG(u)

Proor. It is evident from Theorem 2.
The theorems of J. C. Smith [2] are obtained when we put
f(t) = sign (sin 2xzt)
in Theorem 1 and Theorem 2.
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