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Y. Matsushima [3]V proved the following

THEOREM. In a compact Kéhler-Einstein space (R > 0), any contravariant
analytic vector v' is uniquely decomposed in the form

vi — Pi + ¢’Tiq1‘
where p' and ¢' are both Killing vectors.

As a generalization of this theorem, A.Lichnerowicz [2] proved that it holds
good in a compact Kéhlerian space with constant scalar curvature. Recently,
S.Sawaki [4] proved that the above theorem is valid for any contravariant
almost-analytic vector in a compact Einstein K-space®.

In this paper we shall try to generalize these results to a compact K-space
with constant scalar curvature.

MAIN THEOREM. In a compact K-space with constant scalar curvature,
any contravariant almost-analytic vector v' is decomposed in the form

‘Ui — pi + ¢Tiqr
where p' and ¢' are both Killing vectors.
In §1 we shall give some definitions and propositions. In §2 we shall state
some well known identities in a K-space. In §3 we shall deal with contravariant

almost-analytic vectors in a K-space and prepare some lemmas which are useful
for the proof of our main theorem. The last section will be devoted to the proof

of the main theorem.
The author wishes to express his sincere thanks to Dr. S.Sawaki who has

given valuable suggestions to the author.

1. Preliminaries. Let X,, be a 2n-dimensional almost-Hermitian space
which admits an almost complex structure ¢,* and a positive definite Riemannian
metric tensor g satisfying

1. 1) ¢li¢‘jl =— 8,

1. 2) glt¢jld)it = Qi
Then from (1.1) and (1.2), we have

1) The number in brackets refers to Bibliography at the end of the paper.
2) For a compact almost-Kahler-Einstein space, see S.Sawaki [5].
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1. 3) bs = — s
where ¢;; = ¢;'gu.

Now in an almost-Hermitian space X,,, we define the following linear
operators

1 . 1
W= 5 @8t — ¢, *O = o @8 + ™Puh)
and a tensor is called pure (hybrid) in two indices, if it is annihilated by
transvection of *O(O) on these indices. We have easily the following

PROPOSITION 1. *O%V ¢, = 0, Oi*v;¢," = 0 where V; denotes the operator
of covariant derivative with respect to the Riemannian connection.

PROPOSITION 2. For two tensors Ty and S*, if T is pure in ji and S7
is hybrid in j,i, then T;S vanishes.

PROPOSITION 3. If T} is pure (hybrid) in j,i, then we have

(1. 4) /T = ¢;,T (/T =— ¢, T)).
If S is pure (hybrid) in j,i, then we have
(1. 5) St = ¢S (¢, St = — ¢,1S%).

2. K-spaces. An almost-Hermitian space X,, is called a K-space, if it
satisfies

(2- 1) Vj¢in + Vid)jh = 0,
from which we have easily

@ 2) Vb = 0,

(2. 3) *OXVobpn = 0.9

Let R,;;* and R;; = R,;;' be Riemannian curvature tensor and Ricci tensor
respectively. Assuming we are in a K-space and putting
" 1
R*; = 2 ¢abRubu¢jt,

then we get the following identities®

2. 4 SV Vi = R*:; — Ry,
(2. 5) O%Ra = 0,
2. 6) R*;, = R*,;,
@. 7 (Vip)Vip" = Ry — R*;

where vV’ = gy, and ¢" = $,'g",

3) See S.Kotd [1].
4) S.Tachibana [7]
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2. 8) R — R* = constant
where R = ¢g”'R;; and R* = g7'R¥;,
2.9 Vi(N* Vo) =0

where N, * is the Nijenhuis tensor:
Mlk = ¢tm(Vm¢Lk - Vl¢mk) - ¢Lm(Vm¢Lk - Vt()bmk)‘

In a Riemannian space we know

(2.10) % V.R = VR,
and in a K-space
(2.11) % V.R* = ¥/R¥;.»
Therefore from (2. 8), (2.10) and (2.11), we have
2.12) Vi(Ru — R¥,) = = V(R — R¥) = 0.

3. Contravariant almost-analytic vectors. In an almost-Hermitian space
a contravariant vector v’ is called almost-analytic if it satisfies

£,,‘¢fi =v'Vp — ¢V, V' + 'Vt = 07

where £ is the operator of Lie derivative. This is a generalization of the notion
v

of contravariant analytic vectors in a Kihlerian space. The above equation is
equivalent to

(3. 1) V'V — ¢i'Viv — Vv, =0

where v, = g;,v'.
In a K-space we know the following lemmas.

LEMMA 3.1% In a compact K-space, a necessary and sufficient condition
that a contravariant vector v' be almost-analytic is that it satisfies

3.2 V'Vt + Rfv' =0,
3. 3) NVt + 20 (R — R¥y) = 0.

LEMMA 3.2.9 When a contravariant vector v* in a K-space is almost-

5) For example see K. Yano and S.Bochner [8].
6) S.Sawaki [4]

7) S.Tachibana [6].

8) S.Tachibana [6].

9) S.Sawaki [4].
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analytic, a necessary and sufficient condition that ' = ¢,'v" be almost-analytic
is that it satisfies
'UlVl(;bj,c = O.

Next, we shall prove following lemmas.

LEMMA 3.3. In an almost-Hermitian space, if a tensor S;; is skew-
symmetric, then we have

(3. 4) v'v* Siu= 0.
PROOF. By virtue of the Ricci’s identity, we obtain

1 ; i
V'V'Siu = 5 (V'V'Siu — V'V'Siu)
- % (R*%Squ + R*%S;01 + R*%S514)
1 _ .
- 7 (thjaSati + RlaS.iai - RtaSjla)'

In this equation, it is easy to see that the last three terms vanish respectively.
Hence we have v‘v'S;,; = O.
LEMMA 3.4. In a compact K-space, if v' is an almost-analytic vector and

7t is a vector such that r* = V'r for a certain scalar r, then we have

(3. 5) f r0"(Ry; — R¥,,)do = 0
X

2n

where do means the volume element of the space X,,.

PROOF. From

V(7" (Ry; — R¥*,))} = r’v"(Ray — R¥*y)) + rV'v"(Ruy — R¥yy)
+ rv"V/(Ru; — R*4)),

by Green’s theorem, we have

3. 6) [ PR = RE) + 7o (Rey — R4
- 7Ry, — R¥,)]do = 0.
On the other hand, operating V* to (3.3), we have
3.7 VANV + 2VE0 (R — R* ) + 20V (R — R¥ ) = 0.
In this place, using (2.9) and (2.12), (3.7) turns to
3. 8) Vo (R — R¥) = 0.
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Consequently from (3.6) we have
f r0"(Ry; — R*,)do = 0.
Xan

LEMMA 3.5. In a compact K-space with constant scalar curvature, if
VP + Vip; is pure and r; is a vector such that r; = Vi for a certain scalar r,
then we have

(3. 9) f PR ds = 0.

PROOF. We consider the following equation :
= p'riR; + ‘% T(Vjpi + Vp)R; + rp'V’ Ry

In this equation, since V/p' 4+ Vvip’ is pure in j,z and by (2.5) R;; is hybrid
in j,, then by Proposition 2, we have (V/p'+ V'p’) R;; =0. And by the
assumption V'R;; = % v:R = 0.

Accordingly, applying Green’s theorem to (3. 10), we have
(3.11) f PriRudo = 0.

Xan

We conclude this section with the following lemma which is essential in
this paper.

LEMMA 3.6. In a compact K-space, any contravariant almost-analytic
vector v' can be decomposed as
(3.12) o= p e+

where V,;p' = 0 and 7 is a vector such that r' = V'r for a certain scalar r,

and
(3.13) *Oh(vp® + vPpY) = 0,
(314) T’V,,d)ii - O

PROOF. By the theory of harmonic integrals, (3.12) is the result that holds
good for any vector v' in a compact orientable Riemannian space. Next, putting

Ty =V;pi + Vips + 76" (Vs + Vioa)
and writing out the square of T';;, we get

1 T, T = (Vp)V'P + (Vi) VP + &0V P (Vas + Vo)
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Therefore, from
V('Ty) — pP'VTy = VP = —}1— 17,
it follows that
(B15) VT =5 Tl + pPVTy

= % T, T + PV (Vip + Vi) + V'DL) (Vals+ Vo lu)

+ (V') (Vs + Vopa) + ¢V (Vats + Vi)
= _411_ T T + pP{V(Vipi + Vipy) + 00V (Vaps + Vopa)}

because, V¢’ = 0 since by (1. 5) and (2. 3), ¢!Vip,* = d*Vop;' = — Vi),
b’Vip,* is skew-symmetric with respect to a and b, and therefore (V'¢;")p:>(Vus
+ Vip.) vanishes.

On the other hand, if we interchange j and 7 in (3.1) and subtract the
equation thus obtained from (3. 1), then we get

(3-16) 20V — ()'bjL(VL"Ui — Vivy) + ¢L1(V}'vt - Vt'Uj) = 0.
Substituting (3. 12) into (3.16) and taking account of Vi = Vi, we have
200 + Vs — ¢ (Vi — Vip) + du(Vip — V'p) = 0.
Since V¢ = 0 and v;p' = 0, this equation can be easily written as
(3.17) ¢ (Vip + Vi) — ¢ (Vipr + Vips)
== 2r'Vibs + 2V (upr + buts + bispr).

Operating v* to (3.17) we have
(3.18) Vo (Vipy + Vipr) + &'V (Vipy + Vi) — &' V(Vip + Vips)

== 2V7r)Vps — 2r'V'Vibs + 2V'V'S;u
where S;; = ¢ p + bups + diusp-

In the above equation (3.18), since V¢, is skew-symmetric with respect
to 7 and ¢, V', (Vip, + V.p) = 0 and similarly (V'7")v,¢; = 0. And, by Lemma
33 ViVLSj“' = O.

Hence, (3.18) turns to

IV (Vipe + Vi) — SIV(Vip + Vips) = — 2r'V'Vibs
or transvecting this equation with p"¢,’, we get

PV (Vi + Vapy) + 76 V(Vip + Vips)} = 20" VIV
Moreover, by (2.4), it can be written as

(3.19) PHV(Vipn + Vap) + S'GV(Vaip + Vips)}
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= 29" (R*,, — Ryy).
Thus, substituting (3.19) into (3. 15) and making use of Green’s theorem,
we have

(3.20) f ‘:bz_ll‘ szTji + thrt(R*M - Rht)} dO' = O-
Xon

Furthermore, substituting p* = v"* — 7" into (3.20), then (3.20) becomes
(3.21) f [% Ty T# + 20 (R%,, — Ryg) + 277(Ryy — R*M)]da- ~o.
Xan
Hence, by Lemma 3.4 and (2.7), (3.21) turns to

[ [% T, T + 2(rhvh¢ﬁ)rtvt¢“] do =0

Xan

from which we can deduce T; = 0 and 7'v,¢;; = 0.

4. Proof of the main theorem. First of all, in order to prove that p
in (3.12) is a Killing vector, we put

Uy =vV;p + Vip;
Operating V* to p’U; and using p, = v, — 73, we have
Vi(p'Uy) = '%‘ U U + p'V(Vip + Vipy)
= — UU* + PV + V'V, — 2991
This equation can be written in the following form:
(4.1 VUL = UU* + PV, + Vv

— ViV, + ViV'0 — 2V + 2V,V'7 — 2V,V'7).
In this place, by the Ricci’s identity and (3.2), we have

4. 2) V'Vi; + V'V — ViV = Vv, + Ruvt =0
and
(4. 3) Vieri - V,-Viri == riRji.

Hence, making use of (4.2) and (4.3), from (4.1) by Green’s theorem, we
find

(4. 4) f [ ; Ujini - ZPjriR,-i -+ P]V]a:] dO' = O
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where a = Viv, — 2V'7;.
And from v(ap) = pvia + avip = pvia,
we have

(4. 5) f pviads = 0.

Xsgn

Thus, by Lemma 3.5 and (4.5), (4.4) becomes
(4. 6) f—%mﬁ%zo
Xen

from which it follows
4.7 Uji = Vipi + Vip; = 0,

that is, p' is a Killing vector.

Secondly we shall show that 7% is almost-analytic.

Interchanging j and 7 in (3.1) and adding the equation thus obtained to
(8.1), we get

Vv + Viv; — ¢ (Vv, + Vivg) = 0.
Substituting v; = p; + 7, into this equation and using (4.7), we have
(4. 8) Viri — ¢ Vs = 0 ie.  — vy — Py, = 0.
Hence, adding this last equation to (3.14), we obtain
'V — ¢SV — Vi, =0

which shows that 7* is almost-analytic.
Now, if we put

= ¢/q’ ie. ¢ =—4¢'7,
then, v' = p' + 7* can be written as
4. 9 vt = p + d'g.

Lastly, we shall prove that ¢* is a Killing vector. Taking account of (3. 14),
from Lemma 3.2 it follows that ¢’ is almost-analytic and therefore it satisfies

(4.10) V'V.g' + R,igt = 0.

On the other hand, by v = v/ and vi,' = 0,
we have
(411) Viqi - (bgivirt =0.

Thus, since our space is compact, (4.10) and (4.11) show that ¢* is a Killing
vector. q.ed.
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