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The following results are a generalization of results obtained recently by
Jurkat and Peyerimhoff [ 8 1. In this paper we will be concerned exclusively with
triangular summability methods. Let A = (a,,) be the triangular matrix associated

with the method A. Given a series ) a, we use the notation

v=0

n % n
Sp = Z Ay Oy = Z ASy = Z a—nvau
v=0 v=0

n
Bn =0, —0p-; = Z dnvau (71 20} 0'—1:0)

v=0
where the relations between the matrices 4, A and A are

n n
(1) va = Z Appsy dnv = Env - En-l’ v — Z (any. - an—l;ll-)
p=v p=v

Ay =8 =01 v>n a_, =0

DEFINITION 1. A summability method A = (a,,) is said to be normal if
a,, # 0. In this case the inverse matrix exists and is denoted by A" = (d',,).

DEFINITION 2. If o, converges, then we say that>_a, € A.
DEFINITION 3. If >~ |8, ] <o, then we use the notation > _a, € |A].
n=0

DEFINITION 4. If a sequence f{e,} is such that)_ a,e, <A whenever)  a,

€ A, we say that ¢, € A,.

1) This paper constitutes a significant part of a thesis for the Doctor of Philisophy degree in
Mathematics, presented to the faculty, Department of Mathematics, University of Utah.
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DEFINITION 5. If a sequence {e,} is such that) a,e, < |A| whenever

> a, < A, then we use the notation ¢, € (4, |Al),.

Part 1 contains a theorem which gives, for a certain class of matrices,
necessary and sufficient conditions for a sequence {e,} to be such that e, <
(A,|Al),. In part 2 we show that under certain restrictions on the methods B and
P,P being a weighted arithmetical mean, factors can be obtained for the
method BP if factors are known for B. In part 3 we outline an induction
argument which gives factors for BP* when factors are known for B. We thus
obtain as a special case the results for the Cesaro means which were obtained
by Bosanquet and Chow [ 4 ], and Peyerimhoff [ 12 ], in the special case e, ¢
(Cs1C1),» £ > 0. Here we use the fact that C, = H, and |C,| = |H,| (k=0),
where H, denotes the Holder mean of order k. Finally, in part 4, we consider
applications of the proceeding results to several well-known means.

1. Before proceeding with the main result of this section it is convenient
to prove a few preliminary lemmas.

DEFINITION 6. If a method A has the property that given integers nm
with 72> m, there exists an integer p and a constant K depending only on the
matrix A such that

P |
Doans, 0<p<<m<n)

v=0 l

' m ! |
(2) 2 aws,| =K
| ‘

[v=0
then A is said to have a mean value theorem.
LEMMA 1. If A has a mean value theorem and if s, € A, then a,,s, = O(1).

PROOF.?” We simply note that

n n—1
ApnSn = Z AnySy — Z AnySys
v=0 v=0

hence

" |
2 aws, +

{ v=0 |

n-1

2 awsy|

y=0 |

Jannsn ' é

=1+ K)sup o, | <oe.

LEMMA 2. If for A = (a,) we have (i) a, 0 as n oo and (ii)

2) This proof has been given earlier by Peyerimhoff [10].



HARDY-BOHR THEOREMS 239

v=0

2 aw=1(n>0), then it follows that (a) 4., " as v,/ (v=n, n=1), (b)
2 b =1, ()2 |dw — dnyu| = 24, and (d) du = O(n > 0).

PROOF. (a) Using formula (1) we have

Py

Ay — dn,v+1 = Quy — Ap-15v < 0.

oo N =z A
(b) 2 dn = 1m > 37 (@ne — @n-sa)

n=v n=va=v

N oy n=a

N N »
= htn Z Z (ana - an—l,a) 2}’1_1;2 Zal\’a
a=v

¢ N v—1
= lim (Zam, e zalva): 1-0=1
N-veo \ 20 a=0

(c¢) Using part (a) we see that

oo oo

Z|dn» - dn,v+1| =y — Z (anv - an—l‘u) = 2a’vv‘

n=y n=v+1

(d) o= (A — @uory) =1 —1=0(n>0).
v=0

LEmMMA 3. If b,/ ,b, =0, and if A has a mean value theorem, then

]
> bas,

v=0

= 2K bsup|o,| (K = Max (K,1)).
PROOF. By a partial summation we have

P p—1 v
S bans, = Ab, Y ays, + b,

v=0 v=0 m=0

and hence we obtain the estimation

P
2_buays,

[v=0 |

p-1
=< K'sup|a,| ‘ —~ > Ab, + b,,l

v=0

= 2K'b;suplo,|.
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In the following theorem we will use the notation
&(A,a) =3 a,an, where a = {a,} with)_ |a,|<oc.
n=yp n=0

In order that e(A, a) always exist we assume that A has bounded columns,
which is always the case when A is regular. ¢(A,a) is defined similarly, and
we have the obvious identity

(3) A, a) = Ae(A4, ).

THEOREM 1. Suppose the method A has the properties

(i) aw>0 @ =n)

(ii) a,,,,\Oasn/'oo

(i) e S as v/ (p> )
(iv) iam, =1

(v) Mean value theorem (2).

Then necessary and sufficient conditions for a sequence {e,} to be such
that ¢, €(A, |A)), are

(a) 6, = &4, a),

(b) i[ey|<w.

Before proceeding with the proof it is important to note that conditions
(i), (ii) and (iv) imply both regularity and absolute regularity .

PROOF. For the sufficiency we must show that}_|{8,|<cc whenever}_ a,

n=0
n

€ A, where B, = Y dnae, with {¢} satisfying (a) and (b). A partial summation

v=0

and an application of (3) gives us the formula

n n
67‘: Z dnveu(A: a)S,, + z (dnv - dn,u+l)€u+l(zi a)su
v=0 v=0

= 6P + B8P.
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First we consider 8Y.

) IB(Z) é Z €v+1(A’ a)sv [ Z [dnp - dn,lH-l

n= v=0 n=v

An application of Lemma 2(c) and Lemma 1 gives

< ZMZ I€v+1(A—9 a)|<oco.
v=0

To establish the absolute convergence of B’ we use the representation for

e(4,a).

8 = ZamsuZ Tyt + Z 105, S apay

v=0 p=n+1

n P
=20, D Anps, + Z a, Z(ﬁdm) @S,

pP=0 v=0 p=n+1 v=0

This gives the estimation

+E T lal

n=0 p=n+1

P
A
D A @ps,

n=0 v=0

S18PI=E Y lay)

n
Aoy o
Z (_L anv) AnySy |«
v=0 Any

Because of conditions (i)—(iv) and Lemma 2 we may apply Lemma 3 to
both summations, thus

> |89 | = 2K sup vl [ T eyl £ 5 ey dente]

n=0 n=0 p=n+1 7”1

<0<1>{z @ St 5 |aplza,,,,}

n=p n=0

Hence the conditions (a) and (b) imply €, <(4,|4]),.
Now suppose that ¢, € (A, |A|), and consider condition (b). Our assumption

is then that the convergence of o, implies > |8,|<oc. Since A is normal we

n=0

can introduce the inverse matrix and write
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Il
M:

B,

A A il
A€ ad, = Z A€y Z A0y
r=0 Bn=0

<
[
o

n

ay ,,EWG,, Z Anuo'n
v=p

Il
M:

0

[

"

n
where A,, =Y @na,6,. With this interpretation the matrix (A,,) has the

property that it transforms every convergent sequence (hence every null sequence)
into an absolutely convergent series. A theorem of Chow and Peyerimhoff [11]

gives the necessary condition ) [A,,| =" |e,|<oo.
n=0 n=0
Thus the condition (b) is necessary.

To show the necessity of (a) we first observe that ¢, ¢(A, |A]), implies
¢, € A, . Peyerimhoff [10] has shown that when A is normal and regular it is
then necessary that e, = ¢ + ¢(A, a). The necessity of condition (b) and the
sufficiency of conditions (a) and (b) imply that ¢ = 0, hence

€, = GU(A, a): Zananua Z lan I <oo.
n=p n=0

2. In what follows we will generalize Theorem 1 in such a manner that
the Cesaro means Cs (8 > 0) will be included in this generalization. Theorem 1
breaks down for 8 > 1 since C; no longer has a mean value theorem, however
the conclusion remains valid.

Let P denote a weighted arithmetical mean with P,, = p,/P,, where P,
=p+p+ P p, >0, P—oo and p,/P,., = O(1). We shall consider the
method A = BP.

LEMMA 4. Let A and B be normal, A and B have bounded columns,
and BCA. Then given a = {a,}, Z |a,|<oo there exists B ={R,}, Z 18,1
<oo such that e,(A,a)=e,(B, B).

LEMMA 5. Let A = BP, A and B have bounded columns, then

@) = eu(B @) = Lewn(, @)= e A ) P2 (n 2 1),

The preceding two lemmas have been proved by Jurkat and Peyerlmhoff
[8]. We omit the proofs here.
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DEFINITION 7. I s, ¢ |B| implies s,_, € |A|, we say that |B|C|Al.
LEMMA 6. If A is regular, then

> lel(4, a)|<oo.

PROOF. In view of the regularity we have

oo

ZI (A, a)| <ZZ |l a| Z la,| Z | @un| <oo.

=0 n=0v=n

LEMMA 7. Let A=BP and suppose B is regular. Then Z PP" le(B)|

<oo if and only zfzfile(A @) <oo, andS" (el A, a)|<oo implies

nl n=0

Z P, leaBa)l <oo.

PROOF. These results follow from Lemmas 5 and 6 since

ea(A,0)—e,i1(A, ) =e,(A, a)— Pn [e (B, a) — e (4, a)l.

THEOREM 2. Let B be regular and set A = BP. If
(i) BCA
(i) |BIC|A|S|AP]

(i) |B|C|B|, |A|CA]
) = lea(B, )| <oo implies e,(B,a)e (B, |B),

(v) if’ “fex(B, )| <oo implies e(B, a)< (B, |Al),

then also
(a) Z: len(A, )| <oo implies (A, a)e(A, |Al),
(b) i len(A a)| <oo implies e,(A, a)e(A, | AP)),.
PROOF.

S tmasel A, ct)= Zéﬂf"(A @) P,a, (Py/P, = 1)

ll 1
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LS

v=0
:ZGvA( Ly >?PH Wt 2 P AGUZP# 1.

v=0 v=0

Using Lemma 5 and the relation d,, = P,—1 ) ;Li;a‘— gives the formula
p=v Tl p-1

4) 2 dnael(A, a)= 3 bmelA, a)Pa;)

v=0 v=0

- Z dnvafl(lq—, a)Pv—l(ak) =+ z dmﬁu—l(B—, a)Pv—l(ak)

v=0 v=0

=BY + BY + BY.

Here P,(a;) denotes Z Py = ZP e -, (P_(a,) = 0). Replacing 4 and B

by AP and 4 respectlvely glves

(5) S (AP naelA, d)=3 tne (A, d)PJa,)

v=0 v=-0

— S (AP) s (A )PyA(@) + 3 (AP)wero B, @)Pyray)

v=0 v=0

=ad + aP + ap.

To prove part (a), consider (4) and suppose le,,(Z,a)l <oo. By Lemma

n=0

4, e(A,a) = €(B,B) and 3 |e,(B, B)| <oco. I > a,cA,then Y PJa,)< B,

n=0

hence (iv) implies 3 A, @)P,(a,) € |B| and > |8 | <oco. Similarly, > a,<c A

n=0

implies ) (4, @)P(a;) € | Bl, hence (iii) and (i) giveY_ e,_«(A, afP,(a;) € | A|,

and > | 8P| <oo. Finally, Lemma 7 implieszlgpL le (B,a)| <oo, hence (v) and
n=0 n=1" n-1

(iii) gived_ e,«(B, @)P,_,(a;) < | A| and)_ | 8P| <oo. Thus we have e,(A,a)c

n=0

(4, | Al),. Part (b) is proved in a similar manner using (5).
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3. In order to proceed by induction from B to BP* (k a positive integer),
where P is as usual a positive, regular weighted mean with p,/P,., = O(1),
we must guarantee that

(6) BCBPC ... CBP*
7 |B|C|BP|C .-+ C|BP*|

and

(8) |BP'|C.|BP| (i =0,1,-- k).

In addition, it is necessary to show that condition (v) of Theorem 2 holds. If
we assume the above and suppose that B satisfies the conditions of Theorem
1, then we may assert that e, < (BP*, |BP*|), if and only if

en=€,(BP*,a) and 3" |e,| <oo.

Obviously (6) and (7) are satisfied if we only require B C BP and
|B|C|BP|.

fweset B=C; (0<B=1) and P =C,, then (6),(7), and (8) all hold
and B satisfies the conditions of Theorem 1. For condition (5) of Theorem 2
the reader is referred to Bosanquet and Chow [4], Theorem B. The conditions
given by Bosanquet and Chow are different from ours, however they are a
consequence of ours, as has been proved by Bosanquet and Tatchell [5], Theorems
4 and 5(a). Finally, for P = C,, we have p,/P,., = 1/n, hence we have the
desired result.

4. As applications of Theorem 1 we state the following results without

proof.
If P denotes, as usual, a positive, regular weighted mean, then ¢,¢

(P,| P)), if and only if ¢, = ¢,(P, ) and >_ |e,| <oco.

Suppose A is a Noérlund mean with a,,=p,-,/P,, P,=py+p+ +++ +p,. If
.0, P,/ PN\O as n 0 W=n), p,../P. and p, ., then A satisfies the

conditions of Theorem 1.
The discontinuous Riesz means (R¥, n, k), 0<k<1,are included by Theorem 1.

1
If A is a regular Hausdorff method H(p) with a,,= (?) j; t(1—t)y"vdy(t),
and if ¢'(£)>0, ¢'(6)=0, t‘lg% /as t,/(0<t<1), then the conditions of
Theorem 1 are again satisfied. As an example, for C; we have ¢(z)=1—(1—t),

g@)=BA—t)7, ¢ (t)=RA—-B)1—1t)*7 ¢t Z,((tt)) =(1-8) IL—E and the conditions

are satisfied for 0 < 8 =1.



246

[11]
{21
[31
[4]
(51

(6]
[71

[81
[91
[10]
(11]

[12]

j'C.KURTZ

BIBLIOGRAPHY

A.F. ANDERSEN, Comparison theorems in the theory of Cesaro summability. Proc.
Lond. Math. Soc., 27(1928)39-71.

L.S. BOSANQUET, Note on the Hardy-Bohr theorem. Journ. Lond. Math. Soc., 17(1942)
166-173.

L.S.BOSANQUET, Note on convergence and summability factors. Journ. Lond. Math.
Soc., 20(1945)39-48.

L.S. BOSANQUET AND H. C. CHOW, Some remarks on convergence and summability factors.
Journ. Lond. Math. Soc., 32(1957)73-82.

L.S. BOSANQUET AND J.B. TATCHELL, A note on summability factors. Mathematika,
4(1957)25-40.

C.H. HARDY, Divergent Series, Clarendon Press, London, 1949.

‘W. JURKAT, AND A. A. PEYERIMHOFF, Summierbarkeitsfaktoren. Mathematische Zeitschrift,
58(1953)186-203.

W. JURKAT AND A. A. PEYERIMHOFF, Uber Sitze vom Bohr-Hardysche Typ. Tohoku
Math. Journ., (1965)55-71.

K. KNOPP AND G. G. LORENTZ, Beitrige ziir absoluten Limitierung. Arkiv fiir Mathematik,
2(1949)10-16.

A. A. PEYERIMHOFF, Konvergenz-und Summierbarkeitsfaktoren. Mathematische Zeitschrift,
55(1951)23-54.

A. A. PEYERIMHOFF, Uber ein Lemma von Herrn H.C.CHOW. Journ. Lond. Math. Soc.,
32(1957)33-36.

A. A. PEYERIMHOFF, Uber Summierbarkeitsfaktoren und verwandte Fragen bei Cesaro
Verfahren II. Publications Beograd, 10(1956)1-18.

UNIVERSITY OF UTAH.





