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On approximation by Riemann sums
in generalized Orlicz spaces
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1.1. In [1], M. Yu. Fominykh has shown that the order of approxi-
mation of the integral l;lf(x)dx of a function fEL?(0.1), 1<p<o, by
means of its Riemann sums with equidistant partitions in space L?(0. 1), is
O(c.op<f, %)) This result will be extended to a generalized Orlicz space L?

(@), where @=[0,1]", generated by a function ¢ : QX R.—R:, m=1,

2, ..., satisfying the following conditions:

1° @(4 u) is a convex function of #=>0such that ¢ (¢ 0)=0and ¢ (¢, #) >0
for u>0, for a.e. t€Q,

2° @(t u) is a Lebesgue measurable function of t for every >0,

3° there are a set ACQ of measure zero, a positive constant K and a
nonnegative, Lebesgue integrable function % on @ such that

u<@(t Ku)+h(t)

for all #>0 and t=Q\A.
Condition 3° is necessary and sufficient in order that L?(Q) CL'(Q), (see
and : it may be found also in th. 1.8). If necessary, we shall
extend ¢ to a function @ : @ X R——[0, +0) by the condition ¢ (¢, u)=¢
(t, —u) for u<0, or we extend @ periodically with period 1 with respect to
the first m variables.

1.2. Let us recall (see [5], 7.5 and 7.11) that the function ¢ is
called :

(a) integrable, if /Q @ (t, u)dt <oo for every u=0,

(b) 7z-bounded, if there exist a constant K;>0 and a function F : R™X
R™ — R, such that

p(t—s w<e(t Kiu)+F(,s) for s, tER™ usR,,

where F' is measurable and periodic with period 1 with respect to the
first variable, h(s)=fQF(t, s)dt—0 as s=C(s, ..., sm), si—04
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for i=1, 2,..., m or s—1- for i=1,2, ..., m, and % is bounded in
Q.
If @ does not depend on ¢, then the conditions (2) and (b) are satisfied
always, with Ki1=1, F(¢ s)=0.

1.3. Let
wolf, 6)=|sv}1sgj;¢(t, F o) —F (O,

where f is extended periodically with period 1 in each variable to R™. There
is shownin [5], th. 7.13, in case m =1 that if @ is r-bounded and integrable
and f€L%(Q), then we(cf , )——0 as —0. for some ¢>0 ; the extension
of this result to general m makes no difficulties.

1.4. The following condition will be of use in the sequel :
(c) there are a set ACQ of measure zero, a positive constant ¢ and a
matrix of nonnegative integrable functions e, : @——[0, +0), k=
(b, ..., ) EN", n=(nmy, ..., nm) EN™, ki<n; for i=1, 2,..., m,
such that

@ (L, u)éqa( H_k, cu)-f—en,k(l‘)

for every t€Q\A, #>0 and all £ and #.
If @ does not depend on ¢, then (c¢) is satisfied with ¢=1, &n.(¢)=0.

1.5. Let us remark that if ¢ satisfies condition 1.2(b), then it

satisfies also 1.4(c¢) with ¢c=K; and €n,k(t>:F<£+—1‘t, ﬁ—-(l—L)t).
n o n’n n

2.1. NOTATION.  We shall write in the following x=(x, ..., x») ER™
k:<kl, ey km)ENm, n:<7’l1, ey nm)E

sum over all multiindices %2 such that 0<k<n,—1 for i=1, 2,..., m. We
shall write also

Qk_[ﬁ k”Ll}x x[ﬁ, k’”+1],

nm Nm Nm

n-—1
nl=mnz ... nm, kZO will be the

Given a function f : Q——R, f€L?(Q), we denote the translated equidistant
Riemann sums of f by

Rn<fy>—| | 2 (M) YEQ,

where
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" o )
Moreover, we write

L= [ oW If (DD
D =LRaf, )= [ fC0aw.

The problem consists in estimating the modular error Q.(f) of approxima-

tion of the integral /Q- f(x)dx by its Riemann sums R,(f, *).
2.2. LEMMA.  There holds the inequality
n—1
N<Z [ plut—k, Inl[ FO—fG)dodr
PROOF. Indeed, we have
_ _ 15 y
Rn(}i}’) ./Q.f<x>dx—|n| kg()/;J”Kf(
Hence, by convexity of the functional I,
+k
0= 8 [oG [ (XA )-reana,

Substituting t=(y+£%)/%n, we obtain the desired result.

j;k)—f(x))dx,

2.3. In order to formulate the next lemma we need some further
auxiliary notation. Let :={d, %, ..., i} be a fixed subset of the set =
{1, 2,..., m}, where 1<i<i< ... <i<m, and let its complement 7 \7=
{i141, tis2, ..., in}, Where 1<4.< ... <in<m, Moreover, we shall write for
k=Ck, ..., kn)EN" (4, ..., tm)EQ, u=Cu, ..., un) ER™,

Uf(u) = ki — Ui, L X ﬁ—ua, kut] for i+ ¢,
s n

i1 Niy 7 i
kil+l+1 _uil+1:|>< . |: klm kim+].

nlm Pim

Vilu) = [ el —u,-,,,} for 7+ m,

nuu Niper

U,-:[— 1 3 O]X X[_i : O] for i+ ¢,

i1 i

V}:[O : ]x x[o, 1_ } for 1+ m,
P ()= [ } for
=1, 2,..., mif ki —1;<0, otherwise P;,.(t)=¢,

l
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Ri,k(t>:|:0, kl;-l _ti], for

ki+1
Moreover, xa will denote the characteristic function of the set A. Finally
we write

=1, 2,..., mif

—t;>0, otherwise R;:(t)=¢,

Bi.FIﬂIL,A( v Jvw® it =k, 27 (O —f (t+w)) dtidty)
du:du;,

Where dt;': dtil ces dtil, dt{': dtz'“.l .o dtzm, duz duzl duu, du[’: dui“.l e duim.
In case of i=¢, we omit here integration over U; and U;(%), and in case of
1=, we omit integration over V;and Vi(«#). Then there holds

2. 4. LEMMA.

()< & T Bis

k=0,C

PROOF. Let tEQk, Substituting x=¢+u» in the integral /; (fF () —

f(x))dx we observe, that the interval [—ﬁi kil

3 k?i_l —t,] Pix(t)UR; () in the variable

z

]in the variable x; is trans-

formed in the interval [

u;. Thus, writing Pk(t) Pox(DX ... XPur(t) and Pi(t)=Ri.,.x(D)
X ... X Rinx(t), we obtain

f(f(t) —f(x>>dx:<f1k<t)+./z;1,;.(t>>"' (,/rjm,k(t)+ﬁm,k<t>>

GO-faryau=32 [ ([ GO=f+w)dudu

with the same convention as is the definition of B ,.
Hence, by Lemma 2. 2 and convexity of ¢,

m(f)sgj;k o D olnt—k,

iCm

Lo 271l (D=7 10| did dud di = & 32 AL,

0;Ccm

where

L= [ oGt =k [ ([ 2lallr (0 —f ol dus) duo at
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= [ ot =, [ ([ 27lnllf ) —F Ct+ 10l gn.co ot ..
fo,..(t)(uim) dui’) XP..,.(O(%il) ces XPﬁ,h(t)(uiJ dui‘) dt.

However, ‘we observe easily that for t&€ Q. we have for nonempty Pi,.(t)
resp. Rij,k(t>

xPo () =x [ £, BtL] (t:),

7,

XRoa0 (i) = X[f— k—'fl—uu} (t,).

Hence, applying again convexity of ¢ and then changing the variables, we
obtain

Ai,kélnlfu_fvﬁ o S ®(PE— R, 27U (D =f (t+10D)
dt; dt) du; du;= B; b

3.1. THEOREM. Let @ satisfy the condition 1.4(C) and let
(D Ei,k<3>:£n,k<vl, ceey Um),
where v;i=s; if 1€1, v;=1—s; if iEi. Then there holds the inequality

Qn(f)$w¢<2”’ cf, T |> lnl Osz/ Si...Sm & x(ns)ds,

wheve [n:[o, —%I—]X X[O, 7@1——] for arbitrary nEN™.

PROOF. Let us remark that 1. 4(c) implies
ont—k u)<@(t cu)+enr(nt—k)
for t€ Qs u=0. Hence

i,k£|1’l|/(;_'/;h<'/;kcp(l‘, 2mclf (O —f t+wDdt) dus du;
+|nl-/;]{'/1:;(/ui(u) /;’;(u)en,k<nt_k>dt{'dl‘i>du{'du{:];,k+];‘k.

Hence, by Lemma 2. 4,

Pt

@ () S 2

2

n—1
p n ke
k=0:Cm

. 1
Cm.]n,k+2_m

o

i

But

I G Y PR ORI CRO



228 A. Kamiviska and J. Musielak

dul..,duf)dt:_lzﬂmlz /(;{/;[(/‘;gp(t, 2melf (1) —f (t+ w)]) db) dusdu;

m 1
£w¢<2 Cﬁ |—n|>

Moreover, by changing variables #; and # and then substituting

b=t if ieq, A

13 z

— =5 if Z%Z_,
we obtain easily
]i;,kZInI/; Si... el y(ms)ds: .. dsm.
n

Hence, by inequality (2), we obtain the desired result.

3. 2. COROLLARY. Let @ satisfy the condition 1.4(C) with en,» constant.
Then there holds the inequality

m 1 1 1 g
Qn(f)S&Jq: 2 Cf: |1’l' +2m |7’l| kgoé‘n,k.

This corollary follows from Theovem 3.1, immediately.

3.3. THEOREM. Let @ satisfy the conditions 1.2(a), (b) and 1.4(c)
With enr Such that

n—oo

n-—1 -
limInIkZZIO s Sme sy 1 (ns)ds =0
for every iCm, where n—© means ni—° for i=1, ..., m. Then
(3) R.(f, ')—>/;f(x)dx as n—oo

in the sense of modular convergence in L*(Q) (for the definition see [5], 5.

D.

This theorem follows from Theorems 1.3 and 3.1. Similarly as Corollary 3.
2, we get the following

3.4. COROLLARY. Let ¢ satisfy 1.2(a), (b) and 1.4(c) with con-
stant en,r Such that

.1 n=2l _
llmm‘ kgosn,k =0

n—o0

Then (3) holds in the sense of modular convergence in L?(Q).
In case of @ independent of the variable t, the above results take the
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following simplified form.

3.5. COROLLARY. Let ¢ : Ri—— R+ be a convex g@-function. Then

Qn(f)éwq,(Z’” cf, -|71fl—|>f07 n=1,2,...

and so (3) holds in the sense of modular convergence in the Orlicz space
LP(Q).

In particular case of power function and dimension one, the above
estimation is exactly that obtained in [1].
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