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QUASILINEAR NONHOMOGENEOUS SCHRÖDINGER

EQUATION

WITH CRITICAL EXPONENTIAL GROWTH IN Rn

Manassés de Souza — João Marcos do Ó — Tarciana Silva

Abstract. In this paper, using variational methods, we establish the ex-

istence and multiplicity of weak solutions for nonhomogeneous quasilinear

elliptic equations of the form

−∆nu+ a(x)|u|n−2u = b(x)|u|n−2u+ g(x)f(u) + εh in Rn,

where n ≥ 2, ∆nu ≡ div(|∇u|n−2∇u) is the n-Laplacian and ε is a pos-

itive parameter. Here the function g(x) may be unbounded in x and the

nonlinearity f(s) has critical growth in the sense of Trudinger–Moser in-

equality, more precisely f(s) behaves like eα0|s|n/(n−1)
when s → +∞ for

some α0 > 0. Under some suitable assumptions and based on a Trudinger-

Moser type inequality, our results are proved by using Ekeland variational

principle, minimization and mountain-pass theorem.

1. Introduction

This paper is concerned with the existence and multiplicity of solutions for

nonhomogeneous quasilinear elliptic equations of the form

(1.1) −∆nu+ a(x)|u|n−2u = b(x)|u|n−2u+ g(x)f(u) + εh in Rn,
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where n ≥ 2, ∆nu ≡ div(|∇u|n−2∇u) is the n-Laplacian, ε is a positive pa-

rameter, a, b, g : Rn → [0,+∞) and f : R → R are functions satisfying mild

conditions and h belongs to the dual of an appropriated subspace E of the

Sobolev space W 1,n(Rn). Here, we are interested when f(s) has the maximal

growth which allows to treat equation (1.1) variationally in E, in the sense that∫
g(x)F (u) dx < ∞ if u ∈ E, where F (s) =

∫ s
0
f(t) dt. In the so-called Sobolev

case 1 < p < n, the Sobolev embedding asserts that W 1,p(Rn) ↪→ Lr(Rn)

for any 1 < r ≤ p∗, where p∗ = np/(n − p) is the critical Sobolev expo-

nent. Consequently, for this case, the maximal growth is naturally given by

the Sobolev exponent (cf. [26]). In the borderline case p = n, formally p∗  ∞,

but W 1,n(Rn) 6↪→ L∞(Rn). For this case, the maximal growth is motivated by

an inequality of Trudinger–Moser type which ensures that W 1,n(Rn) is embed-

ded in an Orlicz space generated by the Young function φ(s) ∼ eαn|s|n/(n−1)

as

|s| → ∞, where αn := nω
1/(n−1)
n−1 and ωn−1 is the measure of the unit sphere

in Rn (cf. [1], [7], [8], [13], [21], [22], [25]).

Since (1.1) is of variational type, we can see that solutions of (1.1) correspond

to critical point of the associated energy functional and to obtain the existence

and multiplicity of solutions of (1.1) we will apply minimax methods, more

precisely, the Ekeland variational principle combined with minimization and the

mountain-pass theorem. For that we will assume suitable conditions on the

potential a(x) with which we will be able to consider a variational framework

based in the subspace E of W 1,n(Rn) given by

E =

{
u ∈W 1,n(Rn) :

∫
Rn

a(x)|u|n dx <∞
}

which is a Banach space when endowed with the norm

(1.2) ‖u‖ =

(∫
Rn

(|∇u|n + a(x)|u|n) dx

)1/n

.

Moreover, using the Clarkson’s first inequality (see [4, p. 95]) it follows that E

is uniformly convex, and thus reflexive.

Fixed h in the dual space E′ of E, we will look for u ∈ E weak solution of

problem (1.1) in the following sense∫
Rn

[(|∇u|n−2∇u∇v+a(x)|u|n−2uv)−b(x)|u|n−2uv−g(x)f(u)v] dx−ε〈h, v〉 = 0,

for all v ∈ E, where 〈 · , · 〉 denotes the duality pairing between E and its dual

space E′ with associated norm denoted by ‖ · ‖E′ .
In order to state our main results, let us introduce the assumptions that we

assume throughout this article:

(a1) The function a : Rn → [0,+∞) is measurable and a ∈ L∞loc(Rn).



Quasilinear Nonhomogeneous Schrödinger Equation 617

(a2) The infimum λ1 := inf{
∫
Rn(|∇u|n + a(x)|u|n) dx : u ∈ E and ‖u‖n = 1}

is positive.

Consider the space E endowed with the norm given in (1.2). Suppose that the

conditions (a1) − (a2) are valid. It is easy to see that the following embedding

are continuous:

(1.3) E ↪→W 1,n(Rn) ↪→ Ls(Rn) for all s ∈ [n,+∞).

We use the following notation: if Ω ⊂ Rn is open and s ∈ [n,+∞), we set

νs(Ω) =


inf

u∈W 1,n
0 (Ω)\{0}

∫
Ω

(|∇u|n + a(x)|u|n) dx(∫
Ω

|u|s dx
)n/s if Ω 6= ∅,

∞ if Ω = ∅.

In order to obtain a compactness result, we shall consider the following assump-

tions:

(a3) lim
R→∞

νn(Rn \BR) =∞;

(a4) There exist a function A(x) ∈ L∞loc(Rn), with A(x) ≥ 1, and constants

β > 1, c0, R0 > 0 such that

A(x) ≤ c0[1 + (a(x))1/β ], for all |x| ≥ R0.

We will prove in Lemma 2.4 that under assumptions (a3)–(a4), the space E is

compactly embedding into Ls(Rn) for all s ∈ [n,+∞).

Concerning the function g(x), we assume that it is strictly positive and does

not have to be bounded in x provided that the growth of g(x) is controlled by

the growth of a(x). More precisely,

(g1) g : Rn → [0,+∞) is continuous and there exist λ0,Λ0 > 0 such that

λ0 ≤ g(x) ≤ Λ0A(x), for all x ∈ Rn.

We assume the following assumptions on the nonlinear term:

(f1) f : R→ R is continuous and lim
s→0

f(s)s1−n = 0.

(f2) f has critical growth, that is, there exists α0 > 0 such that

lim
|s|→+∞

f(s)e−α|s|
n/(n−1)

=

0 for all α > α0,

+∞ for all α < α0.

(f3) There is µ > n such that

0 < µF (s) ≤ sf(s), for all s ∈ R \ {0}.

(f4) There exist constants S0,M0 > 0 such that

0 < F (s) ≤M0|f(s)|, for all |s| ≥ S0.
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Concerning the function b(x), we assume that

(b1) b : Rn → [0,+∞) is a measurable function such that ‖b‖σ < Snt0 , where

t0 := σn/(σ − 1) for some σ > 1 and St0 is the best constant for the

Sobolev embedding E ↪→ Lt0(Rn), that is,

St0 := inf
u∈E\{0}

(∫
Rn

(|∇u|n + a(x)|u|n) dx

)1/n

(∫
Rn

|u|t0 dx
)1/t0

.

Next we state our main results.

Theorem 1.1. Suppose that (a1)–(a4), (g1), (f1)–(f3) and (b1) are satisfied.

Then there exists ε1 > 0 such that for each ε ∈ (0, ε1), problem (1.1) possesses

a weak solution with negative energy.

Theorem 1.2. Suppose that (a1)–(a4), (g1), (f1)–(f4) and (b1) are satisfied.

Furthermore suppose that

(f5) there exists p > n such that

f(s) ≥ Cpsp−1, for all s ≥ 0,

where

Cp >

[
Spp
λ0

(
βn

β − 1

)p−n(
p− n
p

)(p−n)/n(
α0

αn

)(n−1)(p−n)/n]
.

Then there exists ε2 > 0 such that for each ε ∈ (0, ε2), problem (1.1) possesses

a second weak solution.

Theorem 1.3. Suppose that h ≡ 0 and (a1)–(a4), (g1), (f1)–(f5), (b1) are

satisfied. Then problem (1.1) possesses a nontrivial weak solution.

Remark 1.4. We point out that the existence of solutions for the quasilinear

elliptic problem

−∆n u+ a(x)|u|n−2u = p(x, u), x ∈ Rn,

with n ≥ 2 has been discussed recently under various conditions on the potential

a(x) and the nonlinearity p(x, s). For more details on this subject, we refer the

reader to the papers [2], [9], [11], [13], [14], [16], [17], [19], [27] and references

therein. It is worthwhile to remark that in these works different hypotheses

are assumed on a(x) in order to overcome the problem of “lack of compact-

ness”, typical of elliptic problems defined in unbounded domains and involving

nonlinearities in critical growth range. More precisely, in many papers it is usu-

ally assumed that the potential is continuous and uniformly positive, that is,

a(x) ≥ a0 > 0 for any x ∈ Rn. Furthermore it is assumed one of the following

conditions:
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(a) a(x)→ +∞ as |x| → +∞;

(b) [a(x)]−1 ∈ L1(Rn);

(c) For any L > 0, the level set {x ∈ Rn : a(x) ≤ L} has finite Lebesgue

measure.

Each of these conditions guarantee that the space E := {u ∈ W 1,n(Rn) :∫
Rn a(x)|u|n dx < ∞} is compactly embedded in the Lebesgue space Ls(Rn)

for all s ≥ n. Moreover, it is assumed that there exists α0 > 0 such that

|p(x, s)| ≤ c1|s|n−1 + c2Φα0
(s), for all (x, s) ∈ Rn × R,

which implies that p(x, s) is bounded with respect to the variable x.

Remark 1.5. Note that a sufficient condition for the hypothesis (a3) is that

lim
R→∞

L(ΩL ∩ (Rn \BR)) = 0, for all L > 0,

where ΩL = {x ∈ Rn : a(x) < L} and L(Ω) is the Lebesgue measure of Ω. Thus,

the potentials satisfying (a)–(c) also satisfy the condition (a3). Consequently, the

condition (a3) improves (a)–(c). Should be stressed that our approach covers the

case when the potential a(x) may vanish and the nonlinear term admits general

growth and can be unbounded in variable x.

Remark 1.6. In the semilinear case which corresponds to

(1.4) −∆u+ a(x)u = p(x, u) in Rn

such class of equations arise in various branches of mathematical physics and they

have been the subject of extensive study in recent years. Part of the interest is

due to the fact that solutions of (1.4) are related to the existence of solitary wave

solutions for nonlinear Schrödinger equations and Klein–Gordon equations (for

a discussion see for example [3]). Our work was motivated by some papers that

have appeared in the recent years concerning the study of (1.4) by using purely

variational approach since the seminal work of Rabinowitz [23]. In special should

be mentioned that the condition (a3) was already considered by B. Sirakov [24]

to study (1.4) when n ≥ 3 and p(x, u) is superlinear and has subcritical growth

in the Sobolev sense. Our main purpose is to extend and complement the results

in [24] to consider critical growth in the Trudinger–Moser sense. Similar to

B. Sirakov [24, Proposition 3.1] we also prove here a compactness result for

the borderline case which is another important point of the present paper (cf.

Lemma 2.4).

The remaining part of this paper is organized as follows: In Section 2, we

have some technical results, and in particular, we prove the crucial fact that

the space E is compactly embedded in some Lebesgue spaces. In Section 3, we

introduce the variational framework and we study some geometric properties of

the functional I. In Section 4 we obtain an estimate to the mountain pass level
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of I. In Section 5 we analyze the Palais-Smale compactness of functional I.

Theorems 1.1 and 1.2 are proved in Section 6. Finally Theorem 1.3 is proved in

Section 7.

2. Some preliminary results

In this section, we obtain some technical results which will be used in the

proof of main results. In [5] for n = 2 and [13] for n ≥ 2 was proved the following

version of the Trudinger-Moser inequality to the whole Rn:

Lemma 2.1. If α > 0 and u ∈W 1.n(Rn) then

(2.1)

∫
Rn

Φα(u) dx <∞,

where

Φα(s) := eα|s|
n/(n−1)

−
n−2∑
j=0

αj |s|jn/(n−1)

j!
.

Moreover, if 0 < α < αn, ‖∇u‖n ≤ 1 and ‖u‖n ≤ T , then there is a positive

constant C = C(α, T ) such that

(2.2)

∫
Rn

Φα(u) dx ≤ C(α, T ),

where αn := nω
1/(n−1)
n−1 and ωn−1 is the measure of the unit sphere in Rn.

Let us consider the weighted Lebesgue space LsA(x)(R
n) with the usual norm

‖u‖Ls
A(x)

(Rn) =

(∫
Rn

A(x)|u|s dx
)1/s

.

Lemma 2.2. Assume that (a1)–(a2) and (a4) hold. Then E is continuously

embedding into LsA(x)(R
n) for s ∈ [n,+∞).

Proof. By using (a4) we get∫
Rn

A(x)|u|s dx =

∫
|x|>R0

A(x)|u|s dx+

∫
|x|≤R0

A(x)|u|s dx(2.3)

≤ c0
∫
|x|>R0

[1 + (a(x))1/β ]|u|s dx+ ‖A‖L∞(BR0
)

∫
|x|≤R0

|u|s dx

= c0

∫
|x|>R0

(a(x))1/β |u|s dx

+ c0

∫
|x|>R0

|u|s dx+ ‖A‖L∞(BR0
)

∫
|x|≤R0

|u|s dx

≤ c0
∫
|x|>R0

(a(x))1/β |u|s dx+ (c0 + ‖A‖L∞(BR0
))

∫
Rn

|u|s dx

≤ c0
∫
|x|>R0

(a(x))1/β |u|s dx+ (c0 + ‖A‖L∞(BR0
))‖u‖ss.
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Using Hölder’s inequality, we obtain∫
|x|>R0

(a(x))1/β |u|s dx =

∫
|x|>R0

(
a(x)|u|n

)1/β

|u|s−n/β dx

≤
(∫
|x|>R0

a(x)|u|n dx
)1/β(∫

|x|>R0

(
|u|s−n/β

)β/(β−1)

dx

)(β−1)/β

.

Consequently,∫
|x|>R0

(a(x))1/β |u|s dx ≤ ‖u‖n/β‖u‖(sβ−n)/β
(sβ−n)/(β−1).(2.4)

From (2.3) and (2.4), we get

(2.5)

∫
Rn

A(x)|u|s dx ≤ C1‖u‖ss + C2‖u‖n/β‖u‖(sβ−n)/β
(sβ−n)/(β−1).

Since (s− n/β)(β/(β − 1)) ≥ n, using (1.3), we conclude that

‖u‖sLs
A(x)

(Rn) ≤ C1‖u‖s + C2‖u‖n/β‖u‖(sβ−n)/β ≤ C‖u‖s.

This complete the proof of Lemma 2.2.

To obtain our compactness result we need the following lemma.

Lemma 2.3. Let Ω ⊂ Rn be an open subset. For each s ∈ [n,+∞) there exist

θ1 ∈ (0, 1) and C > 0 such that

(2.6) νs(Ω) ≥ C(νn(Ω))θ1 .

Proof. Using the Gagliardo–Nirenberg inequality [18, Proposition 8.12] we

reach

‖u‖ns ≤ C‖u‖(1−θ)nn ‖∇u‖θnn , for all u ∈W 1,n
0 (Ω),

where 1/s = (1− θ)/n and θ ∈ (0, 1). Thus, by Lemma 2.2 there exists C > 0

such that

‖u‖ns ≤ C‖u‖(1−θ)nn ‖u‖θn, for all u ∈W 1,n
0 (Ω).

This together with the definition of νs(Ω) implies

νs(Ω) = inf
u∈W 1,n

0 (Ω)\{0}

∫
Rn

|∇u|n + a(x)|u|n

‖u‖ns
≥ inf
u∈W 1,n

0 (Ω)\{0}

‖u‖n

C‖u‖(1−θ)nn ‖u‖θn

=
1

C
inf

u∈W 1,n
0 (Ω)\{0}

‖u‖n

‖u‖(1−θ)nn ‖u‖θn
=

1

C
inf

u∈W 1,n
0 (Ω)\{0}

‖u‖(1−θ)n

‖u‖(1−θ)nn

=
1

C
inf

u∈W 1,n
0 (Ω)\{0}

(
‖u‖n

‖u‖nn

)(1−θ)

=
1

C
(νn(Ω))(1−θ).

Therefore, (2.6) holds and the lemma is proved. �

Lemma 2.4. Suppose that (a1)–(a4) hold. Then E is compactly embedded

into Ls(Rn) and LsA(x)(R
n) for s ∈ [n,+∞).
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Proof. Take (uk) ⊂ E a bounded sequence. Thus, up to a subsequence,

uk ⇀ u weakly in E.

Assertion 1. Up to a subsequence, uk → u strongly in Ls(Rn) for s ∈
[n,+∞).

Indeed, let ϕ ∈ C∞(Rn, [0, 1]) be a function such that ‖∇ϕ‖∞ ≤ 1 and

ϕ(x) =

0 if |x| ≤ R,

1 if |x| > R+ 1.

Thus,

‖uk − u‖s = ‖(1− ϕ)(uk − u) + ϕ(uk − u)‖s(2.7)

≤ ‖(1− ϕ)(uk − u)‖s + ‖ϕ(uk − u)‖s
= ‖(1− ϕ)(uk − u)‖Ls(BR+1) + ‖ϕ(uk − u)‖Ls(Rn\BR).

Since W 1,n(BR+1) is compactly embedded into Ls(BR+1) for s ∈ [n,∞), up to

a subsequence, we get

(2.8) ‖(1− ϕ)(uk − u)‖Ls(BR+1) → 0.

Now, by the definition of νs(Rn \BR), it follows that

(2.9) ‖ϕ(uk−u)‖Ls(Rn\BR) ≤

∫
Rn\BR

(|∇(ϕ(uk − u))|n + a(x)|ϕ(uk − u)|n) dx

νs(Rn \BR)
.

Note that

‖ϕ(uk − u)‖n =

∫
Rn

|(∇ϕ)(uk − u)|n + |ϕ(∇(uk − u))|n + a(x)|ϕ(uk − u)|n dx

≤
∫
Rn

|uk − u|n dx+

∫
Rn

|∇(uk − u)|n + a(x)|uk − u|n dx

≤ ‖uk − u‖n1,n + ‖uk − u‖n.

Consequently, using the continuous embedding E ↪→W 1,n(Rn), we get

‖ϕ(uk − u)‖n ≤ C,

which together with (2.9), (a3) and (2.6), implies

(2.10) ‖ϕ(uk − u)‖Ls(Rn\BR) → 0.

From (2.7), (2.8) and (2.10) we conclude Assertion 1.

Assertion 2. Up to a subsequence, uk → u strongly in LsA(x)(R
n) for s ∈

[n,+∞).

From (2.5), we have∫
Rn

A(x)|uk − u|s dx ≤ C1‖uk − u‖ss + C2‖uk − u‖n/β‖uk − u‖(sβ−n)/β
(sβ−n)/(β−1).
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Thus, as a consequence of Assertion 1 we get∫
Rn

A(x)|uk − u|s dx→ 0,

where we have used that (s− n/β)(β/(β − 1)) ≥ n. This completes the proof of

Lemma 2.4. �

Lemma 2.5. Suppose that (a1)–(a2), (a4), (g1) and (f1)–(f2) are satisfied.

Then ∫
Rn

A(x)|u|qΦα(u) dx <∞, for all u ∈ E, q ≥ n.

Moreover, if α(β/(β − 1))n/(n−1)‖u‖n/(n−1) < αn, there exists C > 0 such that∫
Rn

A(x)|u|qΦα(u) dx ≤ C‖u‖q, for all q ≥ n.

Proof. By using (a4) we get∫
Rn

A(x)|u|qΦα(u) dx =

∫
|x|>R0

A(x)|u|qΦα(u) dx(2.11)

+

∫
|x|≤R0

A(x)|u|qΦα(u) dx

≤ c0
∫
|x|>R0

[1 + (a(x))1/β ]|u|qΦα(u) dx

+ ‖A‖L∞(BR0
)

∫
|x|≤R0

|u|qΦα(u) dx

≤ c0
∫
|x|>R0

(a(x))1/β |u|qΦα(u) dx+ c1

∫
Rn

|u|qΦα(u) dx.

Taking s > 1 and s′ such that 1/s+1/s′ = 1 and 1 < s′ < β/(β − 1), by Hölder’s

inequality and Lemma 2.1 in [27], we obtain∫
Rn

|u|qΦα(u) dx ≤ ‖u‖qqs
(∫

Rn

(Φα(u))s
′
dx

)1/s′

≤ ‖u‖qqs
(∫

Rn

Φα(s′u) dx

)1/s′

.

Since E ↪→ Lqs(Rn), using (2.1) we get

(2.12)
∫
Rn

|u|qΦα(u) dx ≤ C‖u‖q
(∫

Rn

Φα(s′u) dx

)1/s′

<∞.

Now, for each u ∈ E with α(β/(β − 1))n/(n−1)‖u‖n/(n−1) < αn, it follows by

(2.2) that there exists C > 0 such that∫
Rn

Φα(s′u) dx ≤ C.

From (2.12), we obtain that

(2.13)

∫
Rn

|u|qΦα(u) dx ≤ C‖u‖q.
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Let τ > 1 be sufficiently large and γ > 1 such that 1/β + 1/τ + 1/γ = 1. By

Hölder’s inequality, we have∫
|x|>R0

(a(x))1/β |u|qΦα(u) dx ≤
(∫
|x|>R0

a(x)|u|n dx
)1/β

·
(∫
|x|>R0

|u|(q−n/β)τ dx

)1/τ(∫
|x|>R0

(Φα(u))γ dx

)1/γ

.

Again using Lemma 2.1 in [27], we have

(2.14)

∫
|x|>R0

(a(x))1/β |u|qΦα(u) dx

≤ ‖u‖n/β‖u‖q−n/β(q−n/β)τ

(∫
|x|>R0

Φα(γu) dx

)1/γ

.

Since (qβ − n)/β ≥ n, by (1.3) and (2.1), we obtain that

(2.15)

∫
|x|>R0

(a(x))1/β |u|qΦα(u) dx <∞.

From (2.11), (2.12) and (2.15), we have∫
Rn

A(x)|u|qΦα(u) dx <∞.

This completes the first part of the lemma.

Now, when

α

(
β

β − 1

)n/(n−1)

‖u‖n/(n−1) < αn,

we can choose γ > β′ = β/(β − 1) such that αγn/(n−1)‖u‖n/(n−1) < αn and by

(2.2) we get ∫
|x|>R0

Φα(γu) dx ≤ C.

Consequently, by (1.3) and (2.14), there exists C1 > 0 such that

(2.16)

∫
|x|>R0

(a(x))1/β |u|qΦα(u) dx ≤ C‖u‖q.

From (2.13) and (2.16) we conclude the proof. �

3. The variational framework

As we mentioned in the introduction, problem (1.1) has variational structure.

To apply the critical point theory, we define the functional I : E → R by

(3.1) I(u) =
1

n
‖u‖n − 1

n

∫
Rn

b(x)|u|n dx−
∫
Rn

g(x)F (u) dx− ε〈h, u〉.
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Using (f1) and (f2), given ε > 0 for each α > α0 and q ≥ n there exists Cε > 0

such that

(3.2) |f(s)| ≤ ε|s|n−1 + Cε|s|qΦα(s), for all s ∈ R.

Consequently, by the condition (g1), we have

(3.3)

∫
Rn

g(x)F (u) dx ≤ εΛ0

∫
Rn

A(x)|u|n dx+ CεΛ0

∫
Rn

A(x)|u|q+1Φα(u) dx.

Thus, using Lemma 2.2 jointly with Lemma 2.5, it follows that g(x)F (u) ∈
L1(Rn) for all u ∈ E. Consequently, I is well defined. Moreover, by Proposition 1

in [16] and standard arguments (see for example [23]), one can see that I is of

class C1 on E. A straightforward calculation shows that, for all v ∈ E,

〈I ′(u), v〉

=

∫
Rn

(|∇u|n−2∇u∇v+a(x)|u|n−2uv−b(x)|u|n−2uv−g(x)f(u)v) dx−ε〈h, v〉.

Hence, a critical point of I is a weak solution of (1.1) and reciprocally.

The geometric conditions of the mountain-pass theorem for the functional I

are established by next lemmas.

Lemma 3.1. Suppose that (a1)–(a2), (a4), (g1), (f1)–(f2) and (b1) are satis-

fied. Then there exists ε1 > 0 such that for each 0 < ε < ε1, there exists ρε > 0

such that

I(u) > 0 if ‖u‖ = ρε.

Moreover, ρε can be chosen such that ρε → 0 as ε→ 0.

Proof. By using (3.3), Lemma 2.2 and Hölder’s inequality, there exist

C1, C2 > 0 such that

I(u) ≥
(

1

n
− εC1

)
‖u‖n −

S−nt0
n
‖b‖σ‖u‖n

− C2

∫
Rn

A(x)|u|q+1Φα(u) dx− ε‖h‖E′‖u‖

=

(
1

n
− εC1 −

S−nt0
n
‖b‖σ

)
‖u‖n

− C2

∫
Rn

A(x)|u|q+1Φα(u) dx− ε‖h‖E′‖u‖.

Consequently, if ‖u‖ < ρ with αρn/(n−1) < αn, we deduce by Lemma 2.5 that

I(u) ≥
(

1

n
− εC1 −

S−nt0
n
‖b‖σ

)
‖u‖n − C‖u‖q+1 − ε‖h‖E′‖u‖

=

{(
1

n
− εC1 −

S−nt0
n
‖b‖σ

)
‖u‖n−1 − C‖u‖q − ε‖h‖E′

}
‖u‖.



626 M. de Souza — J.M. do Ó — T. Silva

Since q > n, we may choose ε > 0 is sufficiently small and ρ > 0 such that(
1

n
− εC1 −

S−nt0
n
‖b‖σ

)
ρn−1 − Cρq > 0.

Hence, we can find some ρε > 0 such that I(u) > 0 if ‖u‖ = ρε and even ρε → 0

as ε→ 0. �

Lemma 3.2. Suppose that (a1)–(a2), (a4), (g1), (f1)–(f3) and (b1) are satis-

fied. Then there exists e ∈ E with ‖e‖ > ρε such that

I(e) < inf
‖u‖=ρε

I(u).

Proof. Let u ∈ C∞0 (Rn) \ {0}, u ≥ 0 with compact support K = supp(u).

By (f1) and (f3) there exist C, d > 0 such that

F (s) ≥ Csµ − d, for all s ∈ [0,+∞).

By using (g1) and (b1), we obtain

I(tu) ≤ tn

n
‖u‖n − Ctµ

∫
K

g(x)uµ dx+ d

∫
K

g(x) dx− tε〈h, u〉

≤ tn

n
‖u‖n − C1t

µ

∫
K

uµ dx+ C2(K, g)− tε〈h, u〉,

for all t > 0. Since µ > n, we have I(tu)→ −∞ as t→∞. Setting e = tu with

t large enough, we get the conclusion. �

In order to find an appropriate ball to use minimization argument we need

the following result.

Lemma 3.3. Suppose that (a1)–(a2), (a4), (g1), (f1)–(f2) and (b1) are satis-

fied. Then if h 6≡ 0 there exist η > 0 and v ∈ E with ‖v‖ = 1 such that I(tv) < 0

for all 0 < t < η. In particular,

(3.4) −∞ < c0 = inf
‖u‖≤η

I(u) < 0.

Proof. Let v ∈ E be the unique solution of the problem

−∆n v + a(x)|v|n−2v = h in Rn.

Thus, when h 6= 0, we have 〈h, v〉 = ‖v‖n > 0. For t > 0,

d

dt
I(tv) = tn−1‖v‖n − tn−1

∫
Rn

b(x)|v|n −
∫
Rn

g(x)f(tv)v dx− ε〈h, v〉.

Since f(0) = 0, by continuity, it follows that there exists η > 0 such that

d

dt
I(tv) < 0 for all 0 < t < η.

Using that I(0) = 0, it must holds that I(tv) < 0, for all 0 < t < η. �
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4. Minimax level

In order to get a more precise information about the minimax level obtained

by the mountain-pass theorem, we prove the following lemma.

Lemma 4.1. Suppose that rom(a1)–(a3) hold. Then Sp is attained by a non-

negative function up ∈ E \ {0}.

Proof. Let (uk) be a minimizing sequence of non-negative functions (if

necessary, replace uk by |uk|) for Sp in E, that is,∫
Rn

|uk|p dx = 1 and

(∫
Rn

(|∇uk|n + a(x)|uk|n) dx

)1/n

→ Sp.

Then, (uk) is bounded in E and consequently∫
Rn

|uk|p dx→
∫
Rn

|up|p dx = 1 and ‖up‖ ≤ lim inf
k→+∞

‖uk‖ = Sp.

Thus Sp = ‖up‖. This completes the proof of the lemma. �

Let us consider the function Ψ : [0,+∞)→ R given by

Ψ(t) =
tn

n

∫
Rn

(|∇up|n + a(x)|up|n) dx−
∫
Rn

g(x)F (tup) dx.

Lemma 4.2. Suppose that (g1) and (f5) hold. Then

max
t≥0

Ψ(t) <
1

n

(
β − 1

nβ

)n(
αn
α0

)n−1

.

Proof. By Lemma 4.1, it follows that

(4.1) Sp =

(∫
Rn

(|∇up|n + a(x)|up|n) dx

)1/n

and

∫
Rn

|up|p dx = 1.

On the other hand (g1) and (f5) imply

Ψ(t) ≤ tn

n

∫
Rn

(|∇up|n + a(x)|up|n) dx− tpλ0Cp
p

∫
Rn

|up|p dx.

By using (4.1) we get

Ψ(t) ≤ tn

n
Snp − tp

λ0Cp
p
≤ max

t≥0

[
tn

n
Snp − tp

λ0Cp
p

]
=

(
1

n
− 1

p

)(
Spp
Cpλ0

)n/(p−n)

and, by (f5), (
1

n
− 1

p

)(
Spp
Cpλ0

)n/(p−n)

<
1

n

(
β − 1

nβ

)n(
αn
α0

)n−1

.

Therefore,

max
t≥0

Ψ(t) <
1

n

(
β − 1

nβ

)n(
αn
α0

)n−1

. �
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Corollary 4.3. We suppose (a1) − (a4), (g1), (f1) − (f2), (f5) and (b1).

Then

max
t≥0

I(tup) <
1

n

(
β − 1

nβ

)n(
αn
α0

)n−1

if ε > 0 is sufficiently small.

Proof. Since |ε〈h, up〉| ≤ ε‖h‖E′Sp, taking ε sufficiently small and using

Lemma 4.2, the result follows. �

5. On Palais–Smale sequences

It is well known that the failure of the (PS) compactness condition creates

difficulties in studying this class of elliptic problems involving critical growth

and unbounded domains. In next several lemmas we will use and analyze the

compactness of Palais–Smale of I.

Lemma 5.1. Suppose that (a1), (a2), (b1) and (f3) are satisfied. Let (uk) ⊂ E
be an arbitrary Palais-Smale sequence of I at level c, that is,

(5.1) I(uk)→ c and ‖I ′(uk)‖E′ → 0.

Then

‖uk‖ ≤ C,
∫
Rn

g(x)|f(uk)uk| dx ≤ C and

∫
Rn

g(x)F (uk) dx ≤ C.

Proof. Let (uk) ⊂ E be a sequence satisfying (5.1), thus for any ϕ ∈ E,

(5.2)
1

n
‖uk‖n −

1

n

∫
Rn

b(x)|uk|n dx−
∫
Rn

g(x)F (uk) dx− ε〈h, uk〉 → c

and

(5.3)

∣∣∣∣ ∫
Rn

[|∇uk|n−2∇uk∇ϕ+ a(x)|uk|n−2ukϕ

− b(x)|uk|n−2ukϕ− g(x)f(uk)ϕ]− ε〈h, ϕ〉
∣∣∣∣→ 0.

Taking ϕ = uk in (5.3), using (b1) and (f3) we get

µ(c+ δk) + εk‖uk‖+ (µ− 1)ε〈h, uk〉 ≥
(
µ

n
− 1

)
‖uk‖n

−
∫
Rn

g(x)[µF (uk)− f(uk)uk] dx+

(
1− µ

n

)∫
Rn

b(x)|uk|n dx

≥
(
µ

n
− 1

)
(1− S−nt0 ‖b‖σ)‖uk‖n,

where δk → 0 and εk → 0. Consequently, ‖uk‖ ≤ C and from (5.2) and (5.3),

we obtain ∫
Rn

g(x)F (uk) dx ≤ C and

∫
Rn

g(x)|f(uk)uk| dx ≤ C. �
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Thanks to Lemma 2.1 in [8], we have

Lemma 5.2. Let Ω ⊂ Rn be a bounded domain and f : R → R a continuous

function. Then, for any sequence (uk) in L1(Ω) such that uk → u in L1(Ω),

g(x)f(uk) ∈ L1(Ω) and

∫
Ω

g(x)|f(uk)uk| dx ≤ C1,

up to a subsequence, we have

g(x)f(uk)→ g(x)f(u) in L1(Ω).

Corollary 5.3. Suppose that (a1)–(a4), (b1), (f1) and (f3) hold. If (uk) ⊂ E
is a sequence such that I(uk) → c and ‖I ′(uk)‖E′ → 0, then (uk) has a subse-

quence, still denoted by (uk) weakly convergent to a weak solution u ∈ E of

problem (1.1). Moreover, when h 6≡ 0 is immediate that u 6≡ 0.

Proof. Using Lemmas 5.1 and 2.4, up to a subsequence, we have uk ⇀ u

weakly in E, uk → u in Ls(Rn) for all s ∈ [n,+∞) and uk(x) → u(x) almost

everywhere in Rn. Moreover, arguing as in [12, Lemma 4], we get

|∇uk|n−2∇uk ⇀ |∇u|n−2∇u weakly in (Ln/(n−1)(BR))n, for all R > 0.

Therefore, passing to the limit in (5.3) and using Lemma 5.2, we have∫
Rn

(|∇u|n−2∇u∇ϕ+ a(x)|u|n−2uϕ) dx

−
∫
Rn

b(x)|u|n−2ϕdx−
∫
Rn

g(x)f(u)ϕdx− ε〈h, ϕ〉 = 0

for all ϕ ∈ C∞0 (RN ). Since C∞0 (RN ) is dense in E, then u is a weak solution

of (1.1). Moreover, when h 6≡ 0, we have immediately that u 6≡ 0. �

Lemma 5.4. Suppose that (a1)–(a4), (b1), (f1)–(f3) are satisfied. If (uk) is

a Palais–Smale sequence for I at any level with

(5.4) lim inf
k→∞

‖uk‖ <
β − 1

βn

(
αn
α0

)(n−1)/n

.

Then (uk) possesses a subsequence which converges strongly to a solution u

of (1.1).

Proof. Extracting a subsequence of (uk) if necessary, we can suppose that

lim inf
k→∞

‖uk‖ = lim
k→∞

‖uk‖.

By Lemma 5.1 and Corollary 5.3 we have that uk ⇀ u in E, where u is a weak

solution of (1.1). Writing uk = u+wk, it follows that wk ⇀ 0 in E. Thus wk → 0

in Ls(Rn) for s ∈ [n,+∞) and wk → 0 in Lsloc(Rn) for all s ≥ 1. Arguing as
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in [12, Lemma 4] we get ∇uk(x) → ∇u(x) almost everywhere in Rn. Thus, by

Brezis–Lieb Lemma (see [6]), we obtain

(5.5) ‖uk‖n = ‖u‖n + ‖wk‖n + ok(1).

We claim that

(5.6)

∫
Rn

g(x)f(uk)u dx→
∫
Rn

g(x)f(u)u dx.

In fact, since u ∈ E, given τ > 0, there exists ϕ ∈ C∞0 (Rn) such that ‖ϕ−u‖ < τ .

We can see that∣∣∣∣ ∫
Rn

g(x)f(uk)u dx−
∫
Rn

g(x)f(u)u dx

∣∣∣∣ ≤ ∣∣∣∣ ∫
Rn

g(x)f(uk)(u− ϕ) dx

∣∣∣∣
+ ‖ϕ‖∞

∫
suppϕ

g(x)|f(uk)− f(u)| dx+

∣∣∣∣ ∫
Rn

g(x)f(u)(u− ϕ) dx

∣∣∣∣.
Since |〈I ′(uk), (u− ϕ)〉| ≤ τk‖u− ϕ‖ with τk → 0, we get∣∣∣∣ ∫

Rn

g(x)f(uk)(u− ϕ) dx

∣∣∣∣
≤ τk‖u− ϕ‖+ ‖∇uk‖n−1‖u− ϕ‖+

(∫
Rn

a(x)|uk|n dx
)(n−1)/n

‖u− ϕ‖

+ C‖b‖σ‖uk‖n−1‖u− ϕ‖+ ε‖h‖E′‖u− ϕ‖ ≤ C‖u− ϕ‖ < Cτ,

where C is independent of k and τ . Similarly, using that 〈I ′(u), (u−ϕ)〉 = 0, we

have ∣∣∣∣∫
Rn

g(x)f(u)(u− ϕ) dx

∣∣∣∣ < Cτ.

By Lemma 5.2, g(x)f(uk)→ g(x)f(u) in L1
loc(Rn) and by the previous inequal-

ities, we conclude that

lim
k→∞

∣∣∣∣∫
Rn

g(x)f(uk)u dx−
∫
Rn

g(x)f(u)u dx

∣∣∣∣ < 2Cτ

and this shows the convergence (5.6) because τ is arbitrary.

From (5.5) and (5.6), we can write

〈I ′(uk), uk〉 = 〈I ′(u), u〉+ ‖wk‖n −
∫
Rn

g(x)f(uk)wk dx+ ok(1),

that is,

‖wk‖n =

∫
Rn

g(x)f(uk)wk dx+ ok(1).

From (f1)–(f2), given ε > 0, there exists Cε > 0 such that∣∣∣∣ ∫
Rn

g(x)f(uk)wk dx

∣∣∣∣ ≤ εΛ0

∫
Rn

A(x)|uk|n−1|wk| dx

+ Cε Λ0

∫
Rn

A(x)|uk|nΦα0+ε(uk)|wk| dx.
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By Hölder’s inequality, Lemma 2.2 and Lemma 2.1 in [27], we have∫
Rn

A(x)|uk|n−1|wk| dx ≤‖uk‖n−1
Ln

A(x)
(Rn)‖wk‖Ln

A(x)
(Rn)

≤C‖uk‖n−1‖wk‖Ln
A(x)

(Rn)

and∫
Rn

A(x)|uk|nΦα0+ε(uk)|wk| dx

≤
(∫

Rn

A(x)|uk|n
2/(n−1) dx

)(n−1)/n(∫
Rn

A(x)[Φα0+ε(uk)]n|wk|n dx
)1/n

≤C‖uk‖n
(∫

Rn

A(x)Φα0+ε(nuk)|wk|n dx
)1/n

.

Since for ε > 0 sufficiently small we have

(α0 + ε)

(
n(β − ε)
β − ε− 1

)n/(n−1)

‖uk‖n/(n−1) < αn and
(βn− n)(β − ε)

ε
> n,

arguing as in Lemma 2.5, we obtain for s sufficiently large∫
Rn

A(x)Φα0+ε(nuk)|wk|n dx

≤ C1‖wk‖nns + C2‖wk‖n/β
(∫

Rn

|wk|(βn−n)(β−ε)/ε dx

)ε/β(β−ε)

.

Therefore, by Lemma (2.4) we get∫
Rn

g(x)f(uk)wk dx→ 0.

Consequently, ‖wk‖ → 0 and the result follows. �

Similar to N. Lam and G. Lu [19], we have the following:

Lemma 5.5. Suppose that (a1)–(a4) and (f1)–(f4) are satisfied. Let (uk) ⊂ E
be a Palais–Smale sequence for I with uk ⇀ u weakly in E, then∫

Rn

g(x)F (uk) dx→
∫
Rn

g(x)F (u) dx.

Proof. By Lemma 5.2, we have that for all R > 0,∫
BR

g(x)f(uk) dx→
∫
BR

g(x)f(u) dx.

Thus, there exists l(x) ∈ L1(BR) such that g(x)f(uk(x)) ≤ l(x) almost every-

where in BR.

Let B = {x ∈ BR : uk(x) ∈ [0, S0] for all k ∈ N}. Then, using (f4) we can

conclude that

g(x)F (uk(x)) ≤ ‖g‖L∞(BR) sup
B
F (uk(x)) +M0g(x)f(uk(x))
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almost everywhere in BR. By Generalized Lebesgue dominated convergence

theorem we obtain ∫
BR

g(x)F (uk) dx→
∫
BR

g(x)F (u) dx.

In order to prove ∫
Rn

g(x)F (uk)→
∫
Rn

g(x)F (u) dx

it is sufficient to show that given δ > 0, there exists R > 0 such that∫
Rn\BR

g(x)F (uk) dx < δ and

∫
Rn\BR

g(x)F (u) dx < δ.

To prove it we recall the following facts from our assumptions on the nonlinearity:

there exist C1, C2 > 0 such that for (x, s) ∈ Rn × [0,+∞),

(5.7)

g(x)F (s) ≤C1A(x)|s|n + C2g(x)f(s),

g(x)F (s) ≤C1A(x)|s|n + C2A(x)|s|Φα(s),∫
Rn

g(x)f(uk)uk dx ≤ C and

∫
Rn

g(x)F (uk) dx ≤ C.

Now, for each K > 0 we have for any |s| ≤ K,

g(x)F (s) ≤ C1A(x)|s|n + C2A(x)|s|Φα(s)

= C1A(x)|s|n + C2A(x)

+∞∑
j=n−1

αj |s|nj/(n−1)+1

j!

≤ CA(x)|s|n
(

1 +

+∞∑
j=n−1

αj |K|nj/(n−1)+1−n

j!

)
≤ C(α,K)A(x)|s|n.

So we get∫
{x∈Rn\BR:|uk|≤K}

g(x)F (uk) dx ≤ C(α,K)

∫
{x∈Rn\BR:|uk|≤K}

A(x)|uk|n dx

≤ 2n−1C(α,K)

∫
{x∈Rn\BR:|uk|≤K}

A(x)|uk − u|n dx

+ 2n−1C(α,K)

∫
{x∈Rn\BR:|uk|≤K}

A(x)|u|n dx.

Now, using Lemma 2.4 and noticing that uk ⇀ u weakly in E, we can choose

R > 0 such that ∫
{x∈Rn\BR : |uk|≤K}

g(x)F (uk) dx <
δ

3
.
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Next, we have∫
{x∈Rn\BR:|uk|>K}

g(x)F (uk) dx ≤ C1

∫
Rn\BR

A(x)|uk|n dx

+ C2

∫
{x∈Rn\BR:|uk|>K}

g(x)f(uk) dx

≤ C1

K

∫
Rn\BR

A(x)|uk|n+1 dx+
C2

K

∫
Rn

g(x)f(uk)uk dx

≤ C1

K
‖uk‖n+1 +

C2

K

∫
Rn

g(x)f(uk)uk dx.

Thus since ‖uk‖ is bounded and by (5.7), we can choose K such that∫
{x∈Rn\BR:|uk|>K}

g(x)F (uk) dx ≤ C

K
<

2δ

3
.

Combining all the above estimates, we have∫
Rn

g(x)F (uk) dx→
∫
Rn

g(x)F (u) dx,

which completes the proof. �

6. Proof of Theorems 1.1 and 1.2

First, we will prove the existence of a local minimum type solution.

Proposition 6.1. Under the assumptions (a1)–(a4), (g1), (f1)–(f3) and (b1),

there exists ε1 > 0 such that for each ε with 0 < ε < ε1, equation (1.1) has

a minimum type solution u0 with I(u0) = c0 < 0, where c0 is defined in (3.4).

Proof. Let ρε be as in Lemma 3.1. We can choose ε1 > 0 sufficiently small

such that

ρε <
β − 1

βn

(
αn
α0

)(n−1)/n

, for all ε ∈ (0, ε1).

Since Bρε is a complete metric space with the metric given by norm of E, convex

and the functional I is of class C1 and bounded below on Bρε , by Ekeland’s

variational principle there is a sequence (uk) in Bρε such that

I(uk)→ c0 = inf
‖u‖≤ρε

I(u) and ‖I ′(uk)‖E′ → 0.

Observing that

‖uk‖ ≤ ρε <
β − 1

βn

(
αn
α0

)(n−1)/n

,

by Lemma 5.4 it follows that there is a subsequence of (uk) which converges

strongly to a solution u0 of (1.1). Therefore, I(u0) = c0 < 0. �

The proof of the existence of the second solution of (1.1) follows by a standard

“mountain-pass” procedure.
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Proposition 6.2. Under the assumptions (a1)–(a4), (g1), (f1)–(f5) and (b1),

if 0 < ε < ε1 problem (1.1) has a mountain-pass type solution uM .

Proof. From Lemma 3.1 and Lemma 3.2, I satisfies the hypothesis of the

mountain-pass theorem except possibly the Palais-Smale condition. Thus, using

the mountain-pass theorem without the Palais-Smale condition (see [20]), there

is a sequence (vk) in E satisfying

I(vk)→ cM > 0 and ‖I ′(vk)‖E′ → 0,

where cM is the mountain-pass level. Now, by Corollary 5.3, the sequence (vk)

converges weakly to a solution uM of (1.1). �

Since vk ⇀ uM weakly in E and uk → u0 strongly in E we can not conclude

that uM and u0 are distinct. This will be the goal of the next result.

Proposition 6.3. There exists ε2 > 0 such that for each ε with 0 < ε < ε2,

the solutions of (1.1) obtained in Propositions 6.1 and ?? are distinct.

Proof. By Propositions 6.1 and 6.2, there are sequences (uk) and (vk) in E

such that

uk → u0 in E, I(uk)→ c0 < 0, ‖I ′(uk)‖E′ → 0,(6.1)

vk ⇀ uM in E, I(vk)→ cM > 0, ‖I ′(vk)‖E′ → 0.(6.2)

Now, suppose by contradiction that u0 = uM .

Setting

wk =
vk

‖vk‖1,n
and w0 =

u0

lim
k→∞

‖vk‖1,n
,

we get ‖wk‖1,n = 1 and wk ⇀ w0 in W 1,n(Rn). Since the norm is lower semi-

continuous with respect to weak convergence, it follows that lim
k→∞

‖vk‖1,n ≥
‖u0‖1,n > 0. Thus, we have two possibilities:

(i) ‖w0‖1,n = 1, or

(ii) ‖w0‖1,n < 1.

If (i) happens, then lim
k→∞

‖vk‖1,n = ‖u0‖1,n and consequently vk → u0

in W 1,n(Rn). Thus, there exists ` ∈ W 1,n(Rn) such that |vk(x)| ≤ `(x) almost

everywhere in Rn (see [16, Proposition 1]). By (3.2), we have

|g(x)f(vk)vk| ≤ C1A(x)|`|n + C2A(x)|`|q+1Φα(`)

almost everywhere in Rn, which is integrable. Then, by Lebesgue dominated

convergence theorem we conclude that∫
Rn

g(x)f(vk)vk dx→
∫
Rn

g(x)f(u0)u0 dx.
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Similarly, ∫
Rn

g(x)f(uk)uk dx→
∫
Rn

g(x)f(u0)u0 dx.

Since

〈I ′(uk), uk〉 = ‖uk‖n −
∫
Rn

g(x)f(uk)uk dx− ε〈h, uk〉 → 0,

〈I ′(vk), vk〉 = ‖vk‖n −
∫
Rn

g(x)f(vk)vkdx− ε〈h, vk〉 → 0,

we conclude that

lim
k→∞

‖vk‖n = lim
k→∞

‖uk‖n = ‖u0‖n.

Therefore, I(vk)→ I(u0) = c0 and this is a contradiction with (6.1)–(6.2).

Now, suppose that (ii) happens. Since we can take ρε → 0 as ε→ 0, we have

that c0 → 0 as ε→ 0. Thus, there exists ε2 > 0 such that

max
t≥0

I(tup) < c0 +
1

n

(
β − 1

nβ

)n(
αn
α0

)n−1

, for all ε ∈ (0, ε2).

Therefore,

α0

(
nβ

β − 1

)n/(n−1)

<
αn

[n(cM − I(u0))]1/(n−1)

and

(6.3) α0

(
nβ

β − 1

)n/(n−1)

‖vk‖n/(n−1)
1,n ≤ αn

[n(cM − I(u0))]1/(n−1)
‖vk‖n/(n−1)

1,n − δ̃

for some δ̃ > 0. Since vk ⇀ u0 weakly in E, using Lemma 2.4, we obtain∫
Rn

b(x)|vk|n dx→
∫
Rn

b(x)|u0|n dx.

Thus, it follows by Lemma 5.5 that

1

n
lim
k→∞

‖vk‖n1,n(1− ‖w0‖n1,n) =
1

n
lim
k→∞

(‖vk‖n1,n − ‖u0‖n1,n)

≤ cM − I(u0)− 1

n

∫
Rn

a(x)(|vk|n − |u0|n) dx ≤ cM − I(u0),

where we have used the fact that∫
Rn

a(x)|u0|n dx ≤
∫
Rn

a(x)|vk|n dx.

Thus, for k sufficiently large, we have

‖vk‖n/(n−1)
1,n

[n(cM − I(u0))]1/(n−1)
≤ 1

(1− ‖w0‖n1,n)1/(n−1)
.

Consequently, by (6.3) we get

(α0 + ε)

(
n(β − ε)
β − ε− 1

)n/(n−1)

‖vn‖n/(n−1)
1,n ≤ αn

(1− ‖w0‖n1,n)1/(n−1)
− δ
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for some δ > 0 and ε > 0 sufficiently small. Now, using (3.2) we get

(6.4)

∣∣∣∣ ∫
Rn

g(x)f(vk)(vk − u0)

∣∣∣∣
≤ ε

∫
Rn

A(x)|vk|n−1|vk − u0|+ Cε

∫
Rn

A(x)|vk|qΦα0+ε(vk)|vk − u0|.

By Hölder’s inequality and Lemma 2.2, we have∫
Rn

A(x)|vk|n−1|vk − u0| dx ≤‖vk‖n−1
Ln

A(x)
(Rn)‖vk − u0‖Ln

A(x)
(Rn)

≤C‖vk‖n−1‖vk − u0‖Ln
A(x)

(Rn).

Hence, using Lemma 2.4 we get∫
Rn

A(x)|vk|n−1|vk − u0| dx→ 0.

Moreover, using Lemma 2.1 in [27], we have∫
Rn

A(x)|vk|qΦα0+ε(vk)|vk − u0|

≤
(∫

Rn

A(x)|vk|qn/(n−1)

)(n−1)/n(∫
Rn

A(x)[Φα0+ε(vk)]n|vk − u0|n
)1/n

≤C‖vk‖q
(∫

Rn

A(x)Φα0+ε(nvk)|vk − u0|n dx
)1/n

.

Since

(α0 + ε)

(
n(β − ε)
β − ε− 1

)n/(n−1)

‖vn‖n/(n−1)
1,n ≤ αn

(1− ‖w0‖n1,n)1/(n−1)
− δ

for some δ > 0 and ε > 0 sufficiently small. Similarly as in the proof of Lemma 2.5

and using Theorem 1.1 in [15], we obtain for s sufficiently large that∫
Rn

A(x)Φα0+ε(nvk)|vk − u0|n dx ≤ C1‖vk − u0‖nns

+ C2‖vk − u0‖n/β
(∫

Rn

|vk − u0|(βn−n)(β−ε)/ε dx

)ε/β(β−ε)

.

For ε > 0 sufficiently small we have (βn−n)(β− ε)/ε > n. Hence, by Lemma 2.4

and by the previous inequalities, we have∫
Rn

g(x)f(vk)(vk − u0) dx→ 0 and

∫
Rn

b(x)|vk|n−2vk(vk − u0) dx→ 0.

From these convergence and since 〈I ′(vk), (vk − u0)〉 → 0, we conclude that

(6.5)

∫
Rn

|∇vk|n−2∇vk(∇vk −∇u0) dx+

∫
Rn

a(x)|vk|n−2vk(vk − u0) dx→ 0.
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Moreover, since vk ⇀ u0 weakly in E, we get

(6.6)

∫
Rn

|∇u0|n−2∇u0(∇vk −∇u0) dx→ 0,∫
Rn

a(x)|u0|n−2u0(vk − u0) dx→ 0.

Using the inequality (|x|n−2x− |y|n−2y)(x− y) ≥ 22−n|x− y|n for all x, y ∈ Rn,

we obtain ∫
Rn

|∇vk −∇u0|n dx+

∫
Rn

a(x)|vk − u0|n dx(6.7)

≤C1

∫
Rn

(|∇vk|n−2∇vk − |∇u0|n−2∇u0)(∇vk −∇u0) dx

+ C2

∫
Rn

a(x)(|vk|n−2vk − |u0|n−2u0)(vk − u0) dx.

From (6.5)–(6.7), we obtain vk → u0 strongly in E. Thus I(vk) → I(u0) = c0,

which contradicts (6.1) and (6.2). Therefore u0 6= uM . �

7. Proof of Theorem 1.3

By Lemmas 3.1 and 3.2, I satisfies the hypothesis of the mountain-pass

theorem except possibly the Palais–Smale condition. Thus, using the mountain-

pass theorem without the Palais–Smale condition (see [20]), there is a sequence

(vk) in E satisfying

I(vk)→ cM and ‖I ′(vk)‖E′ → 0,

where cM is the mountain-pass level. Now, by Corollary 5.3, the sequence (vk)

converges weakly to a solution uM of (1.1).

Let us show that uM is nontrivial. Assume, by contradiction, that uM ≡ 0.

Hence, by Lemma 5.5 we have∫
Rn

g(x)F (vk) dx→ 0.

This together with (5.2) implies that

(7.1) ‖vk‖n → ncM

and hence given ε > 0, we have ‖vk‖n ≤ ncM + ε, for k sufficiently large. Since

0 < cM <
1

n

(
β − 1

βn

)n(
αn
α0

)n−1

and choosing ε > 0 sufficiently small, we obtain

(α0 + ε)

(
β − ε

β − ε− 1

)n/(n−1)

‖vk‖n/(n−1) < αn.
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Consequently, arguing as in Lemma 2.5, we obtain for s sufficiently large that∫
Rn

A(x)Φα0+ε(vk)|vk|n dx

≤ C1‖vk‖nns + C2‖vk‖n/β
(∫

Rn

|vk|(βn−n)(β−ε)/ε dx

)ε/β(β−ε)

.

Since∣∣∣∣ ∫
Rn

g(x)f(vk)vk dx

∣∣∣∣ ≤ εΛ0

∫
Rn

A(x)|vk|n dx+Cε Λ0

∫
Rn

A(x)|vk|nΦα0+ε(vk) dx,

we obtain, by compact embedding E ↪→ Ls(Rn) for s ∈ [n,+∞) and by the

previous inequalities that ∫
Rn

g(x)f(vk)vk dx→ 0.

Therefore, by (5.3) with ϕ = vk, we achieve ‖vk‖ → 0, which contradicts (7.1)

because cM > 0. Hence, uM is nontrivial and the proof of our result is complete.
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