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INVERTIBILITY CONDITIONS FOR
BLOCK MATRICES AND ESTIMATES
FOR NORMS OF INVERSE MATRICES

M.I. GIL’

ABSTRACT. A nonsingularity criterion for block matrices
is derived. It improves the well-known results in the case of
matrices which are “close” to block triangular ones. Moreover,
an estimate for the norm of the inverse matrices is derived.

1. Introduction and statement of the main result. Although
excellent computer software are now available for eigenvalue compu-
tation, new results on invertibility and spectrum inclusion regions for
finite matrices are still important, since computers are not very useful,
in particular, for analysis of matrices dependent on parameters. But
such matrices play an essential role in various applications, for example,
in stability and boundedness of coupled systems of partial differential
equations, cf. [9, Section 14]. In addition, invertibility conditions for
finite matrices allow us to derive invertibility conditions for linear oper-
ators and, in particular, infinite matrices. Because of this, the problem
of finding invertibility conditions and spectrum inclusion regions for
finite matrices continues to attract the attention of many specialists,
cf. [1 3, 8, 10 12, 14] and references given therein.

Many books and papers are devoted to the invertibility of block
matrices [4, 5, 6, 13], etc. In these works mainly, the Hadamard
theorem is generalized to block matrices. Note that the generalized
Hadamard theorem does not assert that a block triangular matrix with
nonsingular diagonal blocks is invertible. But it is not hard to check
that such a matrix is always invertible. In the present paper, we propose
invertibility conditions which improve well-known results for matrices
that are “close” to block triangular matrices. Moreover, we derive an
estimate for the norm of the inverse matrices.

AMS Mathematics Subject Classification. 15A9, 15A18.
Key words and phrases. Block matrices, nonsingularity.
This research was supported by the Israel Ministry of Science and Technology
Received by the editors on August 10, 2000, and in revised form on August 15,

2001.

Copyright c©2003 Rocky Mountain Mathematics Consortium

1323



1324 M.I. GIL’

Let n × n-matrix A = (ajk)nj,k=1 be partitioned in the following
manner:

(1.1) A =




A11 A12 · · · A1m

A21 A22 · · · A2m

· · · · · ·
Am1 Am2 · · · Amm


 ,

where m < n, Ajk are matrices. Below I = In is the unit operator in
Cn. As usual, ‖A‖∞ is the norm defined by

‖A‖∞ = max
j=1,... ,n

n∑
k=1

|ajk|.

Let the diagonal blocks Akk be invertible. Denote

vup
k = max

j=1,2,... ,k−1
‖AjkA−1

kk ‖∞, k = 2, . . . , m

vlow
k = max

j=k+1,... ,m
‖AjkA−1

kk ‖∞, k = 1, . . . , m − 1.

The aim of the present paper is to prove the following

Theorem 1.1. Let the diagonal blocks Akk, k = 1, . . . , m, be
invertible. In addition, with the notations

Mup ≡
∏

2≤k≤m

(1 + vup
k ), Mlow ≡

∏
1≤k≤m−1

(1 + vlow
k ),

let the condition

(1.2) MlowMup < Mlow +Mup

hold. Then matrix A defined by (1.1) is invertible. Moreover,

(1.3) ‖A−1‖∞ ≤ maxk ‖A−1
kk ‖∞MlowMup

Mlow +Mup − MlowMup
.

The proof of this theorem is divided into a series of lemmas, which
are presented in the next sections.
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Theorem 1.1 is exact in the following sense. Let the matrix A in (1.1)
be upper block triangular and let Akk be invertible. Then Mlow = 1
and condition (1.2) takes the form Mup < 1 + Mup. Thus, due to
Theorem 1.1, A is invertible. We have the same result if the matrix in
(1.1) is upper block triangular.

Recall that the generalized Hadamard theorem, cf. [6, Section 14.3,
Theorem 3] gives the following invertibility conditions for the matrix
in (1.1) (in the terms of norm ‖ · ‖∞):

(1.4) ‖A−1
jj ‖−1

∞ >
m∑

k=1
k �=j

‖Ajk‖∞, j = 1, . . . , m.

Let us compare Theorem 1.1 with condition (1.4). Rewrite (1.4) as

θH ≡ max
j=1,... ,m

‖A−1
jj ‖∞

m∑
k=1
k �=j

‖Ajk‖∞ < 1

and note that (1.2) can be rewritten as

(1.5) (Mlow − 1)(Mup − 1) < 1.

Thus, Theorem 1.1 improves condition (1.4) if

(1.6) (Mlow − 1)(Mup − 1) < θH .

Consider now a block matrix with m = 2:

(1.7) A =
(

A11 A12

A21 A22

)
.

Then vup
2 = ‖A12A

−1
22 ‖∞, vlow

1 = ‖A21A
−1
11 ‖∞, Mup = 1 + vup

2 and
Mlow = 1 + vlow

1 . Assume that

(1 + vup
2 )(1 + vlow

1 ) < 2 + vup
2 + vlow

1 ,

or equivalently,

(1.8) ‖A12A
−1
22 ‖∞‖A21A

−1
11 ‖∞ < 1.
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Then, due to Theorem 1.1, the matrix in (1.7) is invertible. Moreover,

‖A−1‖∞ ≤ maxk=1,2 ‖A−1
kk ‖∞MlowMup

Mlow +Mup − MlowMup
.

At the same time, condition (1.4) takes the form

‖A−1
11 ‖∞‖A12‖∞ < 1, ‖A−1

22 ‖∞‖A21‖∞ < 1.

Certainly (1.8) is sharper than the latter inequalities.

Assume now that m is even: m = 2m0 with a natural m0, and Ajk

are 2× 2 matrices:

Ajk =
(

a2j−1,2k−1 a2j−1,2k

−a2j−1,2k a2j,2k

)

with j, k = 1, · · · , m0. Take into account that

A−1
kk =

(
a2k,2k −a2k−1,2k

−a2k,2k−1 a2k−1,2k−1

)

with
dk = a2k−1,2k−1a2k,2k − a2k,2k−1a2k−1,2k.

Thus, the quantities vup
k , vlow

k are simple to calculate. Now relation
(1.2) yields the invertibility and (1.3) gives the estimate for the inverse
matrix.

In Section 4 below we show that the matrix in (1.7) is invertible
provided

(1.9) ‖A12A
−1
22 A21A

−1
11 ‖ < 1

with an arbitrary matrix norm ‖·‖ in Cn. This result slightly improves
condition (1.8).

2. π-triangular matrices. Let B(Cn) be the set of all linear
operators in Cn. In what follows π = {Pk, k = 0, . . . , m ≤ n} is a
chain of orthogonal projectors Pk in Cn, such that

0 = P0 ⊂ P1 ⊂ · · · ⊂ Pm = I − n.
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The relation Pk−1 ⊂ Pk means that Pk−1Cn ⊂ PkCn, k = 1, . . . , m.

Let operators A, D, V ∈ B(Cn) satisfy the relations

APk = PkAPk, k = 1, . . . , m,(2.1)
DPk = PkD, k = 1, . . . , m,(2.2)

V Pk = Pk−1V Pk, k = 2, . . . , m; V P1 = 0.(2.3)

Then A, D and V will be called a π-triangular operator, a π-diagonal
one and π-nilpotent one, respectively.

Since

V m = V mPm = V m−1Pm−1V = V m−2Pm−2V Pm−1V = . . .

= V P1 . . . V Pm−2V Pm−1V,

we have

(2.4) V m = 0.

That is, every π-nilpotent operator is a nilpotent operator. Denote

∆Pk = Pk − Pk−1; Vk = V ∆Pk, k = 1, . . . , m.

Lemma 2.1. Let A be π-triangular. Then

(2.5) A = D + V,

here V is a π-nilpotent operator and D is a π-diagonal one.

Proof. Clearly,

A =
m∑

j=1

∆PjA

m∑
k=1

∆Pk = A =
m∑

k=1

k∑
j=1

∆PjA∆Pk =
m∑

k=1

PkA∆Pk.

Hence, (2.5) is valid with

(2.6) D =
m∑

k=1

∆PkA∆Pk,
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and

(2.7) V =
m∑

k=2

Pk−1A∆Pk =
m∑

k=2

Vk.

Definition 2.2. Let A ∈ B(Cn) be a π-triangular operator and
suppose (2.5) holds. Then the π-diagonal operator D and the π-
nilpotent operator V will be called the diagonal part of A and nilpotent
part of A, respectively.

Lemma 2.3. Let π be a chain of orthogonal projectors in Cn. If Ṽ
is a π-nilpotent operator, A is a π-triangular one, then both operators
AṼ and Ṽ A are π-nilpotent ones.

Proof. By (2.1) and (2.3), we get

Ṽ APk = Ṽ PkAPk = Pk−1Ṽ PkAPk = Pk−1Ṽ APk, k = 1, . . . , m.

That is, Ṽ A indeed is a π-nilpotent operator. Similarly we can prove
that AṼ is a π-nilpotent operator.

Lemma 2.4. Let A ∈ B(Cn) be a π-triangular operator and D
be its diagonal part. Then the spectrum σ(A) of A coincides with the
spectrum of σ(D) of D.

Proof. Due to (2.6),

(2.8) Rλ(A) = (A−λI)−1 = (D+V −λI)−1 = Rλ(D)(I+V Rλ(D))−1.

According to Lemma 2.3, V Rλ(D) is π-nilpotent if λ is not an eigen-
value of D. Therefore

Rλ(D)(I + V Rλ(D))−1 =
m−1∑
k=0

Rλ(D)(−V Rλ(D))k.

This relation implies that λ is a regular point of A if it is a regular
point of D. That is, λ /∈ σ(A) if λ /∈ σ(D). Besides, if λ ∈ σ(D), then
λ ∈ σ(A). This is precisely the assertion of the lemma.
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3. Multiplicative representation of resolvents of π-triangular
operators. For X1, X2, . . . , Xm ∈ B(Cn) and j < m, denote

→∏
j≤k≤m

Xk ≡ XjXj+1 . . . Xm

(the arrow over the symbol of the product means that the indexes of
the co-factors increase from left to right).

Lemma 3.1. Let V be a π-nilpotent operator; then

(3.1) (I − V )−1 =
→∏

2≤k≤m

(I + V ∆Pk).

Proof. According to (2.4),

(3.2) (I − V )−1 =
m−1∑
k=0

V k.

On the other hand,

→∏
2≤k≤m

(I + V ∆Pk) = I +
m∑

k=2

Vk +
∑

s≤k1<k2≤m−1

Vk1Vk2

+
∑

2≤k1<k3...<km−1≤m

Vk1Vk2 . . . Vkm
.

Here, as above, Vk = V ∆Pk. But

∑
2≤k1<k2≤m

Vk1Vk2 = V

∑
2≤k1<k2≤m

∆Pk1V ∆Pk2 = V
∑

3≤k2≤m

Pk−1V ∆Pk2

= V 2
∑

3≤k2≤m

∆Pk2 = V 2.
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Similarly,
∑

2≤k1<k3···<kj−1≤m

Vk1Vk2 . . . Vkj
= V j for j < m.

Thus, from (3.2), (3.1) follows. This is the desired conclusion.

Theorem 3.2. For any π-triangular operator A and a regular λ ∈ C

Rλ(A) = (D − λI)−1
→∏

2≤k≤m

(I − Vk(Akk − λ∆Pk)−1∆Pk),

where D and V are the π-diagonal and π-nilpotent parts of A, respec-
tively.

Proof. Due to Lemma 2.3, V Rλ(D) is π-nilpotent. Now Lemma 3.1
gives

(I + V Rλ(D))−1 =
→∏

2≤k≤m

(I − V Rλ(D)∆Pk).

But
Rλ(D)∆Pk = ∆Pk(Akk − λ∆Pk)−1.

This and (2.8) prove the result.

Note that Theorem 3.2 is a particular generalization of Theorem 1.6.1
from [7].

4. Invertibility with respect to a chain of properties. Let
again π = {Pk, k = 0, . . . , m} be a chain of orthogonal projectors
Pk. Denote by π̃ the chain of the complementary projectors P̃k =
In − Pm−k : π̃ = {In − Pm−k, k = 0, . . . , m}.
In the present section, V is a π-nilpotent operator, D is a π-diagonal

one, and W is π̃-nilpotent operator.

Lemma 4.1. Any operator A ∈ B(Cn) admits the representation

(4.1) A = D + V +W.
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Proof. Clearly,

A =
m∑

j=1

∆PjA
m∑

k=1

∆Pk.

Hence (4.1) holds, where D and V are defined by (2.6) and (2.7), and

W =
m∑

k=1

m∑
j=k+1

∆PjA∆Pk =
m∑

k=2

P̃k−1A∆P̃k

with ∆P̃k = Pk − Pk−1.

Let ‖ · ‖ be an arbitrary norm in Cn.

Lemma 4.2. Let the π-diagonal matrix D be invertible. In addition,
with the notations

VA ≡ D−1V, WA ≡ D−1W,

let the condition

(4.2) θ ≡ ‖VA(I + VA)−1(I +WA)−1WA‖ < 1

hold. Then the operator A defined by (4.1) is invertible. Moreover,

(4.3) ‖A−1‖ ≤ ‖(I + VA)−1D−1‖‖(I +WA)−1‖(1− θ)−1.

Proof. Due to Lemma 4.1,

A = D + V +W = D(I + VA +WA) = D[(I + VA)(I +WA)− VAWA].

Clearly, VA and WA are nilpotent matrices and, consequently the
matrices I + VA and I +WA are invertible. Thus,

(4.4) A = D(I + VA)(I − BA)(I +WA),

where
BA = (I + VA)−1VAWA(I +WA)−1.
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Condition (4.2) yields

‖(I − BA)−1‖ ≤ (1− θ)−1.

Therefore, (4.2) provides the invertibility of A. Moreover, according to
(4.4), inequality (4.3) is valid.

Corollary 4.3. Under condition (1.9), the matrix in (1.7) is invert-
ible.

Indeed, under the consideration V 2
A = 0, W 2

A = 0. So VA(I+VA)−1 =
VA and WA(I + WA)−1 = WA. Hence θ = ‖VAWA‖. Now Lemma 4.2
yields the required result.

Furthermore, Lemmas 3.1 and 2.3 yield the following.

Lemma 4.4. The inequalities

‖(I + VA)−1‖ ≤ M(VA) ≡
∏

2≤k≤m

(1 + ‖V D−1∆Pk‖)

and
‖(I +WA)−1‖ ≤ M(WA) ≡

∏
1≤k≤m−1

(1 + ‖WD−1∆Pk‖)

are valid.

5. Proof of Theorem 1.1. In the present section D, V and W are
the diagonal, upper diagonal and lower diagonal parts of the matrix in
(1.1), respectively, that is,

(5.1)

D =




A11 0 · · · 0
0 A22 · · · 0
· · · · · ·
0 0 · · · Amm


 , V =



0 A12 · · · A1m

0 0 · · · A2m

· · · · · ·
0 0 · · · 0


 ,

and

(5.2) W =




0 0 · · · 0
A21 0 · · · 0
· · · · · ·

Am1 Am2 · · · 0


 .
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Recall that VA ≡ D−1V, WA ≡ D−1W .

Lemma 5.1. Let D, V and W be as in (5.1) and (5.2), and let D be
invertible. Then the inequalities

‖(I + VA)−1‖∞ ≤ Mup(5.3)

and

‖(I +WA)−1‖∞ ≤ Mlow(5.4)

are valid.

Proof. Let π̂ = {P̂k, k = 1, . . . , m} be the chain of the projectors
onto the standard basis. That is, for an h = (hk) ∈ Cn,

P̂kh = (h1, . . . , hνk
, . . . , 0),

where νk = dim P̂k. Then according (5.1), D and V are π̂-diagonal and
π̂-nilpotent operators, respectively. Moreover,

V D−1∆P̂k = VkA−1
kk∆P̂k =

k−1∑
j=1

AjkA−1
kk ∆P̂k.

But, clearly,

∥∥∥∥
k−1∑
j=1

AjkA−1
kk ∆P̂k

∥∥∥∥
∞

= max
j

‖AjkA−1
kk ‖∞ = vup

k .

Therefore, inequality (5.3) is due to the previous lemma. Inequality
(5.4) can be proved similarly.

Lemma 5.2. Let D, V and W be as in (5.1) and (5.2) and D
invertible. Then the inequalities

‖VA(I + VA)−1‖∞ ≤ Mup − 1(5.5)

and

‖WA(I +WA)−1‖∞ ≤ Mlow − 1(5.6)
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are valid.

Proof. Let B = (bjk)nk=1 be a positive matrix with the property

(5.7) Bh ≥ h

for any nonnegative h ∈ Cn. Then

(5.8) ‖B − I‖∞ = max
j=1,... ,n

[ n∑
k=1

bjk − δjk

]
= ‖B‖∞ − 1.

Here δjk is the Kronecker symbol. Furthermore, since VA is nilpotent,

‖VA(I + VA)−1‖∞ ≤
∥∥∥∥

n−1∑
k=1

|VA|k
∥∥∥∥
∞

= ‖(I − |VA|)−1 − I‖∞,

where |VA| is the matrix whose entries are the absolute values of the
entries of VA. Moreover,

n−1∑
k=0

|VA|kh ≥ h

for any nonnegative h ∈ Cn. So, according to (5.7) and (5.8)

‖VA(I + VA)−1‖∞ ≤ ‖(I − |VA|)−1)−1‖∞ − 1.

Since ‖|VA|∆P̂k‖∞ = ‖VA∆P̂k‖∞, inequality (5.3) with −|VA| instead
of VA yields inequality (5.5). Inequality (5.6) can be proved similarly.

The assertion of Theorem 1.1 follows from Lemmas 4.2, 5.1 and 5.2.

REFERENCES

1. R.A. Brualdi,Matrices, eigenvalues and directed graphs, Linear and Multilinear
Algebra 11 (1982), 143 165.



INVERTIBILITY CONDITIONS AND ESTIMATES 1335

2. F.O. Farid, Criteria for invertibility of diagonally dominant matrices, Linear
Algebra Appl. 215 (1995), 63 93.

3. , Topics on a generalization of Gershgorin’s theorem, Linear Algebra
Appl. 268 (1998), 91 116.

4. D.G. Feingold and R.S. Varga, Block diagonally dominant matrices and gen-
eralization of the Gershgorin circle theorem, Pacific J. Math. 12 (1962), 1241 1250.

5. M. Fiedler, Some estimates of spectra of matrices, Symposium of the Numerical
Treatment of Ordinary Differential Equations, Integral and Integro-Differential
Equations (Rome, 1960), Birkhaüser Verlag, 1960, 33 36.
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