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THE EQUIVARIANT DIRAC CYCLIC COCYCLE

FATIMA M. AZMI

ABSTRACT. In this paper we compute the equivariant
Chern character associated with the Dirac operator using the
cyclic cocycle formula developed by Connes and Moscovici,
when a countable discrete group acts properly on a smooth
compact spin Riemannian manifold of even dimension. Canon-
ical order calculus which is due to Simon is used to simplify the
computations. Finally observing that this equivariant Dirac
cyclic cocycle is a well-defined element of the delocalized coho-
mology, we pair it with an equivariant K-theory idempotent.

0. Introduction. The Chern character theory of K-cycles over
an algebra A, developed as an analogue of the classical index theory
associated to the elliptic differential operators on smooth compact
manifolds, plays a key role in noncommutative geometry.

Connes and Moscovici in their recent paper [8] introduced a universal
local index formula, based on (generalized) Wodziciki residues, for
the Chern character in the cyclic cohomology for finitely summable
Fredholm modules. This formula has numerous implications in many
areas, such as quantization and index theorem on infinite dimensional
manifolds. When using a cyclic cocycle formula, for example the
formula in [14] by Jaffe, Lesniewski and Osterwalder, one of the
complexities we face is the commutation of the operator [D, f ] with
the heat operators e−sD2

, whereas Connes and Moscovici’s formula
overcomes this difficulty.

The main result of this paper is the computation of the equivariant
Chern character for the entire cyclic cohomology associated with the
Dirac operator and the smooth crossed product algebra C∞(M,G),
where M is a smooth compact spin Riemannian manifold endowed
with a G-invariant Riemannian metric, and G is a countable discrete
group acting properly on M .
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Over the past few years many proofs have appeared concerning
the computation of the equivariant index of the Dirac operator (cf.
[4], 15]). In [15], Lafferty, Yu and Zhang present a very simple
and direct geometric proof for such a computation. They develop a
Clifford asymptotics for the heat kernel and then use the fact that
the geodesic moving frame is related by an infinitesimal holonomy
to the natural trivialization of the normal bundle. Their method is
not directly compatible with our computation of the equivariant Dirac
cyclic cocycle. We face two problems: the first problem arises from our
need to consider the action of the group G on M with each g ∈ G acting
as an isometry on M , whereas they had only one isometry. Secondly,
we are computing a cocycle which involves composition of operators
[D, f ]’s and a heat operator e−tD2

, whereas in their case they only deal
with a single heat operator composed with an isometry.

To overcome these difficulties, canonical order calculus that was de-
veloped by Simon [10] and the asymptotic expansion of the heat kernel
together with the cyclic cocycle formula of Connes and Moscovici, are
used to compute the equivariant Chern character associated with the
Dirac operator. The process is as follows:

First, we show that the equivariant cyclic cocycle takes the form of
a single isometry composed with [D, f ]’s and a heat operator e−tD2

.
Next, we localize the computation of the cocycle; thus, we only need
to consider a small tubular neighborhood of the fixed submanifold.
Restricting the computation to this tubular neighborhood and using
the relation between normal and orthogonal coordinates and frame as
in [15], we compute the equivariant Dirac cocycle. In every step of
our simplification process, some extra terms appear. Canonical order
calculus is used to show that these extra terms have trivial contribution
in the computation of the cocycle. The part which has a nontrivial
contribution is expressed in terms of topological data related to the
manifold and the group action. Finally, we prove that this equivariant
Dirac cocycle is a well defined element of the delocalized cohomology
that was developed by Baum and Connes [2] and compute its pairing
with an equivariant K-theory idempotent.

Although we compute the equivariant cyclic cocycle associated with
the Dirac operator, our method can be carried out for the computation
of the equivariant cocycle associated with the twisted Dirac operator
and for any geometric type operators, for example De Rham or Signa-
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ture operators.

The paper is organized as follows: Section 1 starts with preliminary
and some background material, a brief review of spectral triple and the
main result in Connes and Moscovici’s paper [8]; in Section 2 we briefly
mention the canonical order calculus, and in Section 3 we mention the
normal and orthogonal coordinates and frames and their relation as in
[15]. Section 4 deals with approximating the heat kernel for D2 with
the heat kernel for the harmonic oscillator, using Duhamel’s expansion
together with canonical order calculus; most of the computation of the
cyclic cocycle is carried out in Section 5; then in Section 6 we reach
the main results in this paper which is divided into two parts. Part 1
deals with the computation of the equivariant Dirac cyclic cocycle and
in part 2 we review briefly the delocalized cohomology as in [2], then
compute explicitly the index pairing of this equivariant Dirac cocycle
with an idempotent in the equivariant K-theory.

1. Preliminary material. For the convenience of the reader and in
the process of making this paper self-contained, we briefly mention the
spectral triple and the cyclic cocycle attached to it. For more details
one can consult [8].

The spectral triple is a triple (A,H, D) where A is an involutive
algebra represented in the Hilbert space H, and D is a self-adjoint
operator in H with compact resolvent, which almost commutes with
any a ∈ A, with [D, a] being bounded for any a ∈ A. The notion of
dimension for spectral triples, provided by the degree of summability
D−1 ∈ L(p,∞) gives only an upper bound on dimension and cannot
detect the individual dimensions of the various pieces of a space, which
is a union of pieces of different dimensions (Ak,Hk, Dk), k = 1, . . . , N ,

A = ⊕Ak, H = ⊕Hk, D = ⊕Dk.

Consequently, Connes and Moscovici present a new notion of dimen-
sion called the dimension spectrum Sd, where Sd ⊂ C.

Definition 1.1. A spectral triple (A,H, D) has discrete dimension
spectrum Sd if

1. Sd ⊂ C.
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2. The function
ζb(z) = Trace (b|D|−z)

extends holomorphically to C−Sd, where b lies in the algebra generated
by δn(a), a ∈ A; here δ denotes the derivation δ(P ) = [|D|, P ] and we
assume that A ⊂ ∩n>0Dom δn.

The operator b |D|−z is then of trace class for Re z > p. On the
technical side they assume that the analytic continuation of ζb is such
that Γ(z)ζb(z) is of rapid decay on the vertical lines z = s+ ir, for any
s with Re s > 0.

The dimension spectrum Sd is simple, when the singularities of the
function ζb(z) at z ∈ Sd are at most simple poles.

Let (A,H, D) be a spectral triple with discrete dimension spectrum
and D−1 ∈ L(p,∞); then with the following notation

T0(a) = [D, a], T (a) = [D2, a], a(k) = T k(a),
∀ a operators in H

The cyclic cocycle attached to the spectral triple is given in the
following theorem, [8, p. 230].

Theorem 1.2. The following formula defines an even cocycle in the
(b, B) bicomplex of A, which is cohomologous to the cyclic cohomology
Chern character ch∗(A,H, D):

(1) ϕp(a0, . . . , ap)

=
∑
k,q

(−1)|k|

k1! · · · kp!
αkσq(m)τq

(
γa0(T0(a1))(k1)

· · · (T0(ap))(kp)|D|−(2|k|+p)
)

for p �= 0 even, while
ϕ0(a0) = τ−1(γa0).

with m = |k| + (p/2), |k| = k1 + · · · + kp, α−1
k = (k1 + 1) · · · (k1 +

· · · + kp + p), and
∏m−1

l=0 (z + (2l + 1)/2) =
∑

zjσm−j(m). The τq(P )
denotes the residue at z = 0 of zqTrace (P |D|−2z).
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The above theorem is the main result in Connes and Moscovici’s
paper. Before using it, we will elaborate on our data.

M is a smooth compact spin Riemannian manifold of dimension 2n,
with a fixed spin (2n) structure. Let SO(M) be the principal SO(2n)
bundle over M , with ρ a double covering map ρ : spin (2n) → SO(2n).
Since M is a spin manifold, the coordinate transformations gij(x) ∈
SO(2n), can be lifted in a smooth way to g̃ij(x) ∈ spin (2n), such that
the compatibility condition g̃ij(x) g̃jk(x) = g̃ik(x) is satisfied.

Let G be a countable discrete group acting in a smooth proper way on
M . And M is endowed with a G-invariant Riemannian metric [2]. We
also assume the action of G on M preserves the spin structure of M ,
i.e, the action of G lifts to an action on the principal spin (2n) bundle
Spin (M), for g ∈ G then g∗ : Spin (M) → Spin (M) is induced by the
map g : M → M . D is the Dirac operator on the Z2 graded Hilbert
space H = L2(E) = L2(E+)⊕L2(E−), where E± is the Z2 graded spinor
bundle over M , i.e, E± = Spin (M)×spin (2n) S±, with S± being the Z2

graded spinor space.

Since the action of G preserves the spin structure, it acts on the spinor
bundle E and commutes with the Dirac operator D.

Definition 1.3. The smooth crossed product algebra C∞(M ;G) is
defined by:

1. As a complex vector space, C∞(M ;G) is identified with C∞(M ×
G). Thus, any f ∈ C∞(M ;G) can be written uniquely as a finite formal
sum f =

∑
g∈G fg [g], where fg ∈ C∞(M) and g ∈ G.

2. Addition and multiplication are given by

f1 + f2 =
∑
g∈G

(f1
g + f2

g ) [g]

where f1 =
∑

g f1
g [g] and f2 =

∑
g f2

g [g], and the multiplication is
given by

(fg g)(fh h) = fg(g.fh) [gh]

where g, h ∈ G and g.fh denotes the action of g on the smooth function
fh which is given by (g.fh)(x) = fh(g−1x).

3. The differential is defined by df =
∑

g dfg [g], where dfg is the
differential of the smooth function fg on M .
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To simplify the notation, from now on we will denote [g] by g, thus
f ∈ C∞(M ;G) will be denoted by f =

∑
g∈G fg g.

LetA be the above algebra, under the norm ‖f‖ = ‖f ‖∞+‖[D, f ]‖∞,
where ‖.‖∞ is the operator norm on H, and there is a representation
of A in H. Then (A,H, D) is a spectral triple, the dimension spectrum
is simple and contained in the set

{r ∈ Z such that r ≤ 2n}.

Since we have simple poles, thus we only need to consider τ0 when
computing the cocycle.

Remarks 1.4. Although we don’t assume the Dirac operator D to be
invertible, in order to use formula (1) we replace D by an invertible
operator Dα = D⊗̂I + αI⊗̂FC , for 0 �= α ∈ R, and FC =

(
0 1

1 0

)
(cf.

[9]). Then (A,H⊗̂HC , Dα) is a spectral triple with simple spectrum
dimension, here HC is the Z2 graded Hilbert space H±

C = C. Thus,
the local formula for the cocycle takes the form

(2)
∑

k

(−1)|k|

k1! · · · k2r!
αkσ0(|k|+ r)τ0

(
γf̃0(T0(f̃1))(k1)

· · · (T0(f̃2r))(k2r)|Dα|−(2|k|+2r)
)

where the fi’s are in A and f̃ =
(

f 0

0 0

)
.

Using the Mellin transform we relate |Dα|−s to the heat operator
e−tDα

2
by

(3) |Dα|−s = (Dα
2)−s/2 =

1
Γ(s/2)

∫ ∞

0

ts/2−1e−t(D2⊗̂I)e−t(α2⊗̂I)dt.

For fixed ξ ∈ M and in terms of normal coordinates at ξ, the heat
operator e−tD2

has an asymptotic expansion

(4) e−tD2
(ξ, x) =

e−ρ2(ξ,x)/4t

(4πt)n

N∑
i=0

tiUi(ξ, x) + O(tε).
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Where N > n, ρ(ξ, x) is the Riemannian distance between ξ and x,
and the Ui(ξ, x) : Eξ −→ Ex is a linear transformation satisfying some
properties.

Given an initial value U0(ξ, ξ) = id, there exists a unique formal solu-
tion to the heat equation (∂/∂t) + D2, with D2 in its local expression.
Therefore, applying the operators (∂/∂t) and D2 to the asymptotic
expansion in (4) and then equating the coefficients of powers of t, we
conclude that the number of Clifford variables in each Uj(ξ, x) and
Uj(x, y) (for x, y in a small neighborhood of ξ) is at most 2j (cf. [17]).

Proposition 1.5.

τ0
(
γf̃0(T0(f̃1))(k1) · · · (T0(f̃2r))(k2r)|Dα|−(2|k|+2r)

)
= 0.

for |k| = k1 + · · ·+ k2r �= 0.

Proof. It is enough to prove this for k1 �= 0 and kj = 0 for all j > 1.
Using the definition of τ0, we want to show

lim
z→0

z Tr
(
γf̃0(T0(f̃1))(k1)[Dα, f̃2] · · · [Dα, f̃2r]|Dα|−(2k1+2r+2z)

)
= 0.

Let Trs denote the supertrace, i.e., Trs(A) = Tr (γA). Thus applying
the Mellin transform we get:

(5) Trs

(
f̃0(T0(f̃1))(k1)[Dα, f̃2] · · · [Dα, f̃2r]|Dα|−(2k1+2r+2z)

)
=

1
Γ(r + k1 + z)

∫ ∞

0

tr+k1+z−1Trs

(
f̃0(T0(f̃1))(k1)

· · · [Dα, f̃2r]e−tDα
2)

dt

Split the above integral into
∫ 1

0
+

∫∞
1

. The second integral is an
analytic function of z; hence, it will vanish when computing the residue
at z = 0.

In the first integral replace e−tD2
α by its asymptotic expansion (4). To

have a nonzero supertrace we need at least 2n Clifford variables, each
Uj has at most 2j Clifford variables and each [Dα, f̃i] and (T0(f̃1))(k1)
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has at most one. Therefore we need 2r+2j ≥ 2n, i.e., r+j−n = βj ≥ 0.
Consequently,

(6)

∣∣Trs

(
f̃0(T0(f̃1))(k1)[Dα, f̃2] · · · [Dα, f̃2r]|Dα|−(2k1+2r+2z)

)∣∣
≤

N∑
j=n−r

∣∣∣∣
∫ 1

0

tk1+z+βj−1

Γ(r + k1 + z)
Adt

∣∣∣∣
=

N∑
j=n−r

∣∣∣∣ 1
Γ(r + k1 + z)

(
A

k1 + z + βj

)∣∣∣∣
where A =

∫
M

trs(f̃0(T0(f̃1))(k1) · · · [Dα, f̃2r]Uj)(ξ, ξ)dξ (here dξ is the
volume form on M and trs is the pointwise supertrace). Because
k1 + βj > 0, formula (6) is an analytic function of z, which remains
bounded as z tends to zero. Hence the residue at z = 0 vanishes.

By Proposition 1.5, the cocycle formula (1) reduces to

(7) ϕ2r(f0, . . . , f2r) = σ0(r)τ0
(
γf̃0[Dα, f̃1] · · · [Dα, f̃2r]|Dα|−2r

)
where τ0 is the residue at z = 0, i.e.,

τ0
(
γf̃0 · · · [Dα, f̃2r]|Dα|−2r

)
= lim

z→0
z Trs

(
f̃0[Dα, f̃1] · · · [Dα, f̃2r]|Dα|−(2r+2z)

)

which will be denoted by

Re sz=0 Trs

(
f̃0[Dα, f̃1] · · · [Dα, f̃2r]|Dα|−(2r+2z)

)
.

By the Mellin transform we get:

(8) Trs

(
f̃0[Dα, f̃1] · · · [Dα, f̃2r]|Dα|−(2r+2z)

)
=

1
Γ(r + z)

∫ ∞

0

tr+z−1 Trs

(
f̃0[Dα, f̃1] · · · [Dα, f̃2r]e−tDα

2)
dt.
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Split the above integral into
∫ 1

0
+

∫∞
1

. As before the second integral
vanishes and the first integral in (8) becomes:

1
Γ(r+z)

∫ 1

0

tr+z−1 Trs

[(
f0[D, f1] · · · [D, f2r] 0

0 0

)
(9)

e−t(D2⊗̂I)e−t(α2⊗̂I)

]
dt

+
1

Γ(r+z)

∫ 1

0

tr+z−1 Trs

(
E(α) e−t(D2⊗̂I) e−t(α2⊗̂I)

)
dt

(10)

where E(α) is a sum of 2×2 matrices with the parameter α showing up
in every nonzero entry. Since Dα was defined for any nonzero α ∈ R,
the above formula holds for any such α. Taking the limit as α tends to
zero, formula (10) vanishes, whereas formula (9) is identified with

1
Γ(r + z)

∫ 1

0

tr+z−1 Trs

(
f0[D, f1] · · · [D, f2r] e−tD2)

dt.

Our goal in this paper is to find an explicit expression of

(11) tr Trs

(
f0[D, f1] · · · [D, f2r] e−tD2)

in terms of topological data related to the manifold and the group
action.

Express each fi ∈ A in formula (11) as fi =
∑

gi∈G fgi
gi, where

fgi
∈ C∞(M), then from the properties of the crossed product algebra

[D, f g] = g [D, (g.f)] (here g.f denotes the action of g on f) we get the
following theorem.

Theorem 1.6.
(12) ∑

g0,... ,g2r

tr Trs

(
fg0g0[D, fg1g1] · · · [D, fg2r

g2r] e−tD2)
=

∑
g0,... ,g2r

tr Trs

(
g0 · · · g2r ((g0 · · · g2r).fg0)[D, ((g1 · · · g2k).fg1)]

· · · [D, (g2r.fg2r
)] e−tD2)
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where the fgi
’s are smooth functions on M , gi’s in G and

(gigi+1 · · · g2k).fgi
(x) = fgi

((gi · · · g2k)−1x).

We simplify the notation by letting

(13) f̌j = (gjgj+1 · · · g2k).fgj
for j = 0, . . . , 2k.

Then each f̌j is a smooth function on M , and [D, f̌i] = c(df̌i) is
Clifford multiplication by df̌i. Let g = g0g1 · · · g2r ∈ G. Consequently,
with this new notation formula (12) takes the form∑

g∈G

∑
g=g0···g2r

tr Trs

(
g f̌0c(df̌1) · · · c(df̌2r)e−tD2)

=
∑
g∈G

∑
g=g0···g2r

∫
M

Kr
t (g, x) d vol (x)

where Kr
t (g, x) is the kernel

(14)

Kr
t (g, x) = tr trs

(
g∗(x) f̌0(gx)c(df̌1)(gx) · · · c(df̌2r)(gx)e−tD2

(gx, x)
)
.

Here g∗(x) : Egx → Ex is a smooth linear transformation.

The localization process. The group G acts in a proper smooth
way on M , which is endowed with a G-invariant Riemannian metric.
Thus, each g ∈ G is an isometry of M . Its fixed point set Fg = {x ∈
M | gx = x } is a submanifold of M which may consist of several
connected components of different dimensions, i.e., Fg = ∪p

i=1(Fg)i,
where each (Fg)i is a connected component of Fg, which are totally
geodesic closed submanifolds of M of even dimension (cf. [1]). Without
loss of generality, we assume that Fg is a connected closed submanifold
of dimension 2m, and for simplicity we assume Fg is oriented. Let TFg

and ν(Fg) be the tangent and normal bundles along Fg. Using the
Riemannian metric on M , we have the orthogonal decomposition

(15) TM |Fg
∼= TFg ⊕ ν(Fg).
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The next proposition shows that we only need to consider a small
tubular neighborhood Ũ of the fixed submanifold Fg in M .

Proposition 1.7.

lim
z→0

z

Γ(z + r)

∫ 1

0

tz−1

(∫
M−Ũ

Kr
t (g, x) dvol (x)

)
dt = 0.

Proof. Using the asymptotic expansion of the heat kernel, we get

∫
M−Ũ

Kr
t (g, x) d vol (x)

=
∫

M−Ũ

N∑
j=0

tr+j e−ρ2(gx,x)/4t

(4πt)n trs

(
g∗(x)f̌0(gx)

· · · c(df̌2r)(gx)Uj(gx, x)
)
d vol (x).

On M − Ũ , ρ2(gx, x) ≥ ε for some ε > 0, and as t approaches zero,
(1/(4πt)n)e−ε/4t remains bounded by some constant C independent of
t. Consequently,

∣∣∣∣
N∑

j=0

∫ 1

0

tr+z+j−1

Γ(r + z)

∫
M−Ũ

e−ρ2(gx,x)/4t

(4πt)n

· trs

(
g∗(x) · · · c(df̌2r)(gx)Uj(gx, x)

)
d vol (x) dt

∣∣∣∣
≤

N∑
j=0

∣∣∣∣
∫ 1

0

C
tr+z+j−1

Γ(r + z)
(Aj) dt

∣∣∣∣
=

N∑
j=0

∣∣∣∣ C

Γ(r + z)

(
Aj

r + z + j

)∣∣∣∣
where Aj denotes

∫
M−Ũ

trs(g∗(x)f̌0(gx) · · · c(df̌2r)(gx)Uj(gx, x))dvol(x).
Since r + j > 0, the above formula is an analytic function of z. Hence
the residue at z = 0 vanishes.
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2. Canonical order calculus. For the purpose of making this
paper self-contained we define this calculus and mention some of its
properties briefly without any proofs. For details and proofs, consult
[10, Chapter 12]; see also [1].

Definition 2.1. A family of operators {At}t>0 on L2(R2n, dx), or on
L2(N, dx) where N is a compact 2n-dimensional Riemannian manifold,
is said to have canonical order p ∈ R if and only if:

1. For each t > 0, At maps H−∞ to H∞, here H−∞ = ∪sHs,
H∞ = ∩sHs, where Hs is the s-Sobolev space.

2. For any q ≥ l ∈ {0,±1,±2, . . . }, there is a constant c so that, for
0 < t < 1,

||At u||k ≤ c t−a ||u||l, with a =
q − l

2
− p.

Remarks 2.2. 1. If the operator At has canonical order r, then it has
canonical order p for all p ≤ r.

2. If At = B1
t + · · ·+ Br

t , where each Bi
t is an operator of canonical

order pi, then At has canonical order p, where p = min1≤j≤r(pj).

Proposition 2.3. Let ∆ be the Laplacian on R2n or on ∧(N), then
(assuming all the operators make sense)

1. e−t∆ has canonical order zero.

2. The operators (∂p/∂xp
i )e−t∆ and e−t∆(∂p/∂yp

i ) have canonical
order −p/2, where p is some nonnegative integer.

Proposition 2.4. For x, y in a small neighborhood W of the origin
in R2n with coordinates xi’s and yi’s, respectively, then

1. The operator (xi − yi)p e−t∆ has canonical order p/2, where p is
some nonnegative integer.

2. The operator (xi − yi)p (∂q/∂xq
j) e−sk∆ has canonical order p/2−

q/2.

The following theorem will be used frequently as it deals with
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composition of operators.

Theorem 2.5. Let A0
t , A

1
t , · · · , A

p
t be operators of canonical orders

m0,m1, . . . ,mp respectively. Let

Bt =
∫
∑p

i=1
si≤t

A0
s0
A1

s1
· · ·Ap

sp
ds1ds2 · · · dsp

Then the above integral is a convergent integral, where s0 = t−s1 · · ·−sp

and Bt is an operator of canonical order = p +
∑p

j=0 mj.

All our computations will be carried out in a small neighborhood
about some point in M , in terms of normal or orthogonal coordinates
at that point. This neighborhood can be identified via the exponential
map with a small neighborhood of the origin in R2n. Therefore
the difference between the heat kernels on these two neighborhoods
vanishes as t tends to zero (cf. [10, p. 283]).

3. Normal and orthogonal coordinates and frame. Recall
that Fg is the fixed submanifold of M of dimension 2m and ν(ε) is an ε
neighborhood of the zero section of the normal bundle ν(Fg) along Fg,
i.e., ν(ε) = {x ∈ ν(Fg) | ‖x‖ < ε}. Let π : ν(ε) → Fg be the projection
map, denote by νξ(ε) the fiber π−1(ξ).

3.1 The orthogonal coordinates [15]. Let ξ ∈ Fg. Then an
oriented orthonormal frame field E = (E1, . . . , E2n) exists defined in
the neighborhood of ξ such that

1. for η ∈ Fg, E1(η), . . . , E2m(η) are tangent to Fg at η, and
E2m+1(η), . . . , E2n(η) are normal to Fg at η.

2. The frame E is parallel along geodesics tangent to Fg, and along
geodesics normal to Fg.

3. The map dg : SO(M)x → SO(M)gx is expressed as a matrix-
valued function T by

dg(E1(x), . . . , E2n(x)) = (E1(gx), . . . , E2n(gx))T (x).
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We will denote this by dgE(x) = E(gx)T (x) such that, at the fixed
point ξ, the matrix takes the form,

T (ξ) = eΨ(ξ) =


 1 . . . 1

eΘ(ξ)




where Θ(ξ) ∈ so (2n− 2m), and

eΘ(ξ) =




cos θ1 sin θ1

−sinθ1 cos θ1 . . . cos θn−m sin θn−m

− sin θn−m cos θn−m




where 0 < θi < 2π, for i = 1, . . . n−m.

4. The orientation of E is that of M .

There is a neighborhood V of ξ in Fg such that E is defined on
U = exp(ν|V ∩ ν(ε)) for sufficiently small ε. Let B0(ε) be a ball of
radius ε in R2n−2m; then we have homeomorphism φ : V ×B0(ε) → U
given by

(16) φ(η, c) = expη

( 2n−2m∑
α=1

cα(x)E2m+α(η)
)

= x.

This map gives the orthogonal coordinate cα’s of x in the normal
direction at any fixed point η in Fg with respect to the frame E.

Lemma 3.1. Under the above notation and homeomorphism, the
action of g is constant along fibers of ν(Fg), i.e., T (x) = T (η),
where x = (η, c), and the isometry g assumes the form g(η, c) =
(η, c e−Θ(η)) = (η, c̄).

Let Egx = (Egx
1 , . . . , Egx

2n) be an oriented normal frame field defined
over U by requiring that Egx

i (gx) = Ei(gx) for all i, and that Egx be
parallel along geodesics through gx. Therefore at any point on U the
two frames differ by some rotation, i.e., there is a map Φ : U → so (2n)
such that

(17) Egx(x) = E(x)eΦ(x).
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The normal frame Egx will provide us with normal coordinates yi’s of
z ∈ U at gx by

expgx

( 2n∑
i=1

yiE
gx
i (gx)

)
= z.

The relation between normal and orthogonal coordinates and frames
plays one of the key roles in the computation of the cocycle.

Lemma 3.2. For x = (ξ, c) then,

∂

∂yi
= Egx

i + 0(|y|) for i = 1, . . . , 2n,

∂

∂cα
= E2m+α + 0(|c|) for α = 1, . . . , 2n−2m

yi = 0(|c|) for i = 1, . . . , 2m,

and

y2m+α = cα − c̄α + 0(|c|) for α = 1, . . . , 2n−2m.

For the proof consult [15] and [1].

Remarks 3.3. For any ξ ∈ Fg, then g∗(ξ) ∈ End (Eξ). Because
g∗(ξ) commutes with any section s ∈ Γ(Fg, TM |Fg), this implies that
g∗(ξ) ∈ Cl (νξ(Fg)); hence, it has at most 2n − 2m = dim (νξ(Fg))
Clifford variables [3, Chapter 6]. Similarly, for any x ∈ U with
x = (ξ, c) then the number of Clifford variables in g∗(x) is at most
2n− 2m.

Consider an operator kt = g Pe−tD2
, where g is an isometry and P is

some bounded operator which contributes to the canonical order. The
kernel of kt has the form kt(g, x) = g∗(x)P (gx) e−tD2

(gx, x). The next
proposition is one of the key results which we will refer to frequently,
and in those situations the operator P will be given explicitly.

Proposition 3.4. Let kt(g, x) be the kernel of the operator kt as
above. If the canonical order of terms with at least 2n Clifford variables
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in the asymptotic expansion is greater than m = (dimFg)/2, then

Resz=0

∫ 1

0

tz−1

(∫
M

trs(kt(g, x)) d vol (x)
)

dt = 0.

Proof. From the localization process it is enough to consider a small
neighborhood Ũ of the fixed submanifold Fg. Thus∫

M

trs(kt(g, x)) d vol (x)

∼
∫

Ũ

trs(kt(g, x)) d vol (x) + 0(tβ)

∼
∫

Fg

(∫
νξ(ε)

trs(kt(g, expξ c)ψ(c)) dc
)

dξ + 0(tβ)

with x = (ξ, c), i.e., expξ c = x, dξ is the volume form on Fg,
dc1 · · · dc2n−2m is the Lebesgue measure on the fiber νξ(ε) and ψ is
a smooth function. The integral

It(g, ξ) =
∫

νξ(ε)

kt(g, expξ c)ψ(c) dc

has an asymptotic expansion of the form [3, Chapter 6]

It(g, ξ) ∼ (4πt)−m
Ñ∑

j=0

t j+qΥj(ξ) + o(tε)

where ε > 0, Ñ > m and Υj(ξ) ∈ End (Eξ) has at most 2j + (2n− 2m)
Clifford variables. The operator P contributes tq power of t, for some
q. To have a nonzero supertrace we need at least 2n Clifford variables,
i.e., 2j+(2n−2m) ≥ 2n, from the hypothesis we know that such a term
has canonical order greater than m and this implies that j+q−m > m.
Hence ∫

Fg

trs(It(g, ξ)) dξ =
Ñ∑

j=m

∫
Fg

(4πt)−m t j+qtrs(Υj(ξ)) dξ

=
Ñ∑

j=m

t j+q−mAj
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where Aj =
∫
Fg

(4π)−m trs(Υj(ξ)) dξ. Consequently,

∣∣∣∣
∫ 1

0

tz−1

(∫
M

trs(kt(g, x)) dvol (x)
)

dt

∣∣∣∣
≤

N∑
j=m

∣∣∣∣
∫ 1

0

tz+j+q−m−1 Aj dt

∣∣∣∣
=

N∑
j=m

∣∣∣∣ Aj

z + j + q −m

∣∣∣∣
This is an analytic function, which remains bounded as z tends to

zero. Therefore the residue at z = 0 vanishes.

4. Approximation of the heat kernel e−tD2
. In this section we

approximate the heat kernel for D2 by the heat kernel for the harmonic
oscillator. From now on x = (ξ, c) is fixed, the local expression of D2

in terms of the normal coordinates yi’s at gx is given by (for details see
the Appendix):

D2 = −∆ + a + b + B

where

∆ =
∑

i

∂2

∂y2
i

a =
1
4

∑
i,j,α,β

R̃ijαβ(gx) yi
∂

∂yj
eαeβ

b =
1
64

∑
i,j,k,α,β,γ,η

yiyj R̃ikαβ(gx) R̃kjγη(gx) eαeβeγeη

where R̃ijαβ(gx) = −(R(Egx
i , Egx

j )Egx
α , Egx

β )(gx), with R being the
curvature operator on M , and the term B being of the form φ1 + φ2,
where

φ1 =
∑

il,q,p,α,β

kpyi1 · · · yij

∂

∂yq
eαeβ ,
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and

φ2 =
∑
il,q,p

kp yi1 · · · yij

∂

∂yq
, for j ≥ 2

with kl’s some constants. Before using Duhamel’s expansion to ap-
proximate locally the heat kernel we replace the yi’s that appear in
the local expression of D2 by bounded smooth functions hi(x) with
bounded derivatives, so that hi(x) = yi in a neighborhood of ξ. We
will continue using the notation yi to denote hi(x). Thus, by Duhamel’s
expansion we get

trtrs

(
g∗(x) · · · c(df̌2r)(gx) e−tD2

(gx, x)
)

− tr trs

(
g∗(x) · · · c(df̌2r)(gx) e−t∆(gx, x)

)
= tr trs

(
g∗(x)f̌0(gx) · · · c(df̌2r)(gx)

·
∫ t

0

(
e−(t−s1)∆(−a− b + B) e−s1∆ds1

)
(gx, x)

)

+ tr trs

(
g∗(x)f̌0(gx) · · · c(df̌2r)(gx)(18)

·
∫ t

0

∫ s1

0

(
e−(t−s1−s2)∆(−a− b + B) e−s1∆

(−a− b + B) e−s2∆ds1ds2

)
(gx, x)

)
+ · · ·

Our first step is to show that if any term in the above expansion
contains only the operator (a), then the whole term will vanish.

Lemma 4.1. The commutator [e−t∆, a] = 0, where the operator (a)
is as above.

Proof. This follows from the fact that the R̃ijαβ ’s are skew-symmetric
with respect to i and j variables.

Remarks 4.2. 1. The operator (a) has canonical order zero, of course
by the canonical order of the operator (a) we mean of the operator
a e−si∆ and has at most 2 Clifford variables.
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2. The operator (b) has canonical order 1 and has at most 4 Clifford
variables.

3. φ1 and φ2 both have canonical order greater or equal to 1/2 and
φ1 has 2 Clifford variables, whereas φ2 has none.

4. Each c(dfi) has one Clifford variable and g∗(x) has at most 2n−2m
Clifford variables by Remark 3.3.

Concerning the expansion (18), we only need to consider those terms
with greater than or equal to 2n Clifford variables (to have a nonzero
supertrace) and if the canonical order of these terms is greater than m,
then by Proposition 3.4 they vanish.

Suppose the operator (a) appears q times and (b) appears s times, φ1

appears p times whereas φ2 appears l times in expansion (18), such that
they contribute to a total of 2n Clifford variables; hence, by Remark
4.2 we get the equation

(19) 2n− 2m + 2r + 2q + 4s + 2p ≤ 2n.

By Theorem 2.5 and Remark 4.2, the canonical order of that term is

r + 2s + 3/2 p + l/2 + q > m by (19).

Theorem 4.3.

Resz=0

∫ 1

0

tz−1

(∫
M

trs(Hr
t (g, x)) d vol (x)

)
dt = 0

where

Hr
t (g, x) =

(
tr g∗(x)f̌0 · · · c(df̌2r) e−tD2

(gx, x)

− tr g∗(x)f̌0 · · · c(df̌2r) e−t(∆−b)(gx, x)
)
.

Proof. Expand both operators e−tD2
and e−t(−∆+b) as perturbations

of e−t∆, using Duhamel’s expansion. All the terms that contain the
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operator (b) will cancel out, so what remains are terms containing op-
erator (a) and the φi’s ∈ B. From the above computations, we showed
that for terms having at least 2n Clifford variables their canonical or-
der is greater than m. Consequently their residue at z = 0 vanishes by
Proposition 3.4.

5. Computation of the equivariant cocycle. Recall the two
frames E and Egx were related by an infinitesimal holonomy, i.e.,
Egx(x) = E(x)eΦ(x). The next lemma will give an explicit description
of Φ(x) = (Φij(x)) ∈ so (2n). Also, under the identification of Ex with
Egx via parallel translation along the unique geodesic joining gx to x
we have ḡ∗(x) ∈ End (Ex) ∼ End (S).

Lemma 5.1. Let x = (ξ, c), then

Φij(x) = −1
2

2n−2m∑
α,β=1

c̄αcβRαβij(ξ) + 0(|c|2)

and

ḡ∗(x) = exp
(

1
2

∑
1≤i,j≤2n

Φij(x)eiej

)

· exp
(
− 1

2

n−m∑
α=1

θαe2m+2α−1e2m+2α

)
.(20)

Here Rαβij(ξ) = −(R(E2m+α, E2m+β)Ei, Ej)(ξ), where R is the
curvature operator on M .

For the proof consult [15] and [1].

Proposition 5.2. With x = (ξ, c), then
ḡ∗(x) = ḡ∗1(x) + ḡ∗2(x)

where

ḡ∗1(x) =
( n−m∏

α

− sin
θα

2

)

· exp
(
− 1

4

2n−2m∑
α,β=1

c̄αcβ

2m∑
i,j=1

Rαβij(ξ)eiej

)
e2m+1 · · · e2n
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and ḡ∗2(x) = H1 + H2 where H1 is a sum of terms of the form
f(θα, θβ) cicje

2n−2m−2p+2 with 1 ≤ p ≤ n − m, and H2 is a sum of
terms of the form cicjcαcβe

2n−2m+2; here ej means j Clifford variables
ei1 · · · eij

either from normal or tangent direction and f(θα, θβ) is a
product of sin(θα) and cos(θβ).

Proof. This follows from Lemma 5.1 and the fact that

exp
(
− 1

2

n−m∑
α=1

θαe2m+2α−1e2m+2α

)

=
( n−m∏

α=1

− sin
θα

2

)
e2m+1e2m+2 . . . e2n +N

The termN is a sum of terms of the form sin(θα/2) cos(θβ/2)e2n−2m−2p

with 1 ≤ p ≤ n−m.

The heat kernel e−t(−∆+b) has an asymptotic expansion

(21) e−t(−∆+b)(gx, x) =
e−ρ2(gx,x)/4t

(4πt)n

N∑
i=0

ti Ui(gx, x) + O(tε)

where the Ui(gx, x) = Ex → Egx are linear maps. Under the identifica-
tion of Ex with Egx via parallel translation along the unique geodesic
joining gx to x we can consider Ui ∈ End (Ex) ∼ End (S). We let Kt

denote the kernel

(22) Kt(x) =
e−ρ2(gx,x)/4t

(4πt)n

N∑
j=0

tj Uj(x) + 0(tα).

With respect to the normal coordinates yi’s of x at gx and frame
Egx, we write the operator −∆ + b as

−∆ + b = −
2n∑
i=1

∂2

∂y2
i

+
1
16

Ã2
ij yi yj .
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Here

Ãij = −1/2
2n∑

α,β=1

R̃ijαβ(gx) eαeβ , and Ã2
ij =

2n∑
k=1

Ãik Ãkj .

Also, let

(23) Ãk(x) =
∑
i,j

yi yj Ã
k
ij .

Lemma 5.3 [15]. Let Aij = −1/2
∑2n

α,β=1 Rijαβ(ξ)eαeβ, for 1 ≤
i, j ≤ 2n, where Rijkl(ξ) = −(R(Ei, Ej)Ek, El)(ξ). Then

A = (Aij) =
(

A� 0
0 A⊥

)

where

(Aij)� = −1/2
2m∑

α,β=1

Rijαβ(ξ) eαeβ i, j = 1, . . . , 2m

(Aij)⊥ = −1/2
2m∑

α,β=1

Rijαβ(ξ) eαeβ i, j = 2m + 1, . . . , 2n.

Lemma 5.4. With Ã and A as above, then

tr Ã2k = tr (A�)2k + tr (A⊥)2k + Sk
1 + Sk

2

and
Ã2k(x) = (A⊥)2k(c− c̄) + T k

1 + T k
2

where Sk
1 contains at most 4k Clifford variables with at least one from

normal direction, whereas Sk
2 has 4k Clifford variables and two ci’s, T k

1

contains 4k Clifford variables with at least one from normal direction
and two ci’s, and T k

2 has at most 4k Clifford variables and four cj’s.
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Proof. The proof is straightforward. It follows from Lemma 3.2 and
the fact

R̃i j α β(gx) = Ri j α β(gx) = Rij α β(ξ) + o(|c|).

The next lemma is also a consequence of Lemma 3.2.

Lemma 5.5. 1. c(df̌α)(gx) = c(df̌α)(ξ) + 0(|c|)
∑

j ej .

2. c(df̌α)(ξ) = c(df̌α)�(ξ) + c(df̌α)⊥(ξ), where

c(df̌α)� =
2m∑
j=1

ejEj(f̌α) and c(df̌α)⊥ =
2n∑

j=2m+1

ejEj(f̌α).

Lemma 5.6 [18]. There exists a polynomial F (z1, z2, . . . , w1, w2, . . . )
such that

Kt(x) =
e−ρ2(gx,x)/4t

(4πt)n

·
N∑

j=0

tj F
(
(tr Ã2, . . . , tr Ã2sj ), (Ã2(x), . . . Ã2lj (x))

)
+ 0(tα);

moreover, the polynomial F is determined by

F

(
− 2

n∑
i=1

z2
i , ..., (−1)s2

2n∑
i=1

z2s
i , ...; (−1)

n∑
k=1

(z2
2k−1 + z2

2k)x2
k, ..., (−1)s

·
n∑

k=1

(z2
2k−1 + z2

2k)x2s
k , ...,

)

= e‖z‖2/4t
n∏

k=1

ixkt/2
sinh(ixkt/2)

exp
(
−ixkt

2
(z2

2k−1 + z2
2k)

4t
coth

(
ixkt

2

))
.

From Lemmas 5.3, 5.4, and 5.6 (using the definition of the polynomial
F as in [18]) one can show that, in terms of the orthogonal coordinates
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at ξ, we have
(24)

N∑
j=0

tj F
(
(tr Ã2, . . . , tr Ã2sj ), (Ã2(x), . . . Ã2lj (x)

)

=
N∑

k=0

tkF
(
(trA2, . . . , trA2sk), ((A⊥)2(c− c̄), . . . (A⊥)2lk(c− c̄))

)

+
N∑

p=0

tp�p

where �p is sum of terms of the form Rijkl(ξ) · · ·Rhqrs(ξ)e2m+αei1 · · ·
ei2p−1 , i.e., terms with at most 2p Clifford variables with at least one
from the normal direction. �p also contains sums of terms of the form
cj1 · · · cjα

Rijkl(ξ) · · ·Rhqrs(ξ)ei1 · · · ei2p
with α ≥ 2, i.e., terms with at

least two ci’s and at most 2p Clifford variables.

Theorem 5.7.

Resz=0

∫ 1

0

tz+r−1

Γ(z + r)

∫
Ũ

trs

(
g∗(x)f̌0(gx)

· · · c(df̌2r)(gx) e−t(−∆+b)(gx, x)
)
d vol (x) dt

= Resz=0
1

Γ(z+r)

∫ 1

0

tz+r−1

[ ∫
Fg

∫
νξ(ε)

trs

(
ḡ∗1 f̌0(ξ)c(df̌1)�(ξ)

· · · c(df̌2r)�(ξ)
e

−‖c̄−c‖2

4t

(4πt)n

N∑
k=0

tkF
(
(trA2, . . . , trA2sk),

((A⊥)2(c−c̄), . . . , (A⊥)2lk(c− c̄))
))

dc dξ

]
dt.

Proof. The proof of this theorem is in several steps and it relies
heavily on the use of Proposition 3.4. Under the identification of Ex

with Egx via parallel translation along the unique geodesic joining gx
to x, we replace e−t(−∆+b) by the asymptotic expansion (22) and also
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replace g∗ by ḡ∗(x) = ḡ∗1(x) + ḡ∗2(x) as in Proposition 5.2. Our first
claim is that the ḡ∗2 part can be ignored in the computation of the
cyclic cocycle. By Taylor expansion, we express ρ2(gx, x), the square
of the Riemannian distance between gx and x, in terms of orthogonal
coordinates at ξ as in [11]

(25) ρ2(gx, x) = ‖c− c̄‖2 + T (c)

where T (c) is sum of terms of the form Rijkl(ξ)ci1ci2 · · · ciα
(c̄p

−cp)(c̄q − cq) for α ≥ 2. Thus we have∫
Ũ

trtrs

(
ḡ∗2(x)f̌0(gx) · · · c(df̌2r)(gx)Kt(x)

)
d vol (x)

∼
N∑

j=0

∫
Fg

(∫
νξ(ε)

tr+j trs

(
ḡ∗2(x)

· · · c(df̌2r)
e−‖c−c̄‖2/4t

(4πt)n
Uj(c, c̄)ψ(c)

)
dc

)
dξ

+
∑

j

∫
Fg

[ ∫
νξ(ε)

tr+j trs

(
ḡ∗2(x) · · · c(df̌2r)

e−‖c−c̄‖2/4t

(4πt)n
(T (c)

+ T 2(c) + · · · )Ujψ(c)
)

dc

]
dξ

where the smooth function ψ has an expansion in νξ(ε) [11],

(26) ψ(c) = 1− 1
6

∑
k,h,i

Rkihi(ξ)ckch −
1
2

∑
k,h,α

Rkαhα(ξ)ckch + 0(c3).

And the result follows from Proposition 3.4, because a term with 2n
Clifford variables has canonical order greater than m.

Next, write each c(df̌i)(gx) as in part(1) of Lemma 5.5; thus, we get

f̌0(gx) · · · c(df̌2r)(gx) = f̌0(ξ) · · · c(df̌2r)(ξ) + P

where P has at least two ci’s and at most 2r Clifford variables. Similar
steps as above can be used to show that P has a trivial contribution
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in the computation. Then express each c(df̌i) as a sum of tangent and
normal direction as in part (2) of Lemma 5.5. Then from Proposition
5.2 observe that ḡ∗1 contains all the normal direction Clifford variables.
Thus if we consider a term with 2n Clifford variable then the presence of
c(df̌i)⊥(ξ) will drop the number of Clifford variables and the supertrace
will be zero. Finally by Proposition 3.4, �p part can be ignored in the
computation of the cyclic cocycle.

6. The main results.

1) Evaluation of the Dirac cyclic cocycle. Let ω = (ω1, . . . , ω2n)
be a dual frame to the orthogonal frame E = (E1, . . . , E2n). And let

Ω = (Ωij) =
(

Ω� 0
0 Ω⊥

)

where

(Ω�)ij = −1
2

2m∑
α,β=1

Rijαβ(ξ)ωα ∧ ωβ 1 ≤ i, j ≤ 2m

(Ω⊥)ij = −1
2

2m∑
α,β=1

Rijαβ(ξ)ωα ∧ ωβ 2m+1 ≤ i, j ≤ 2n.

As a complex vector space the Clifford algebra Cl (R2n) ⊗ C is
isomorphic to the complexified exterior algebra ∧∗(R2n). Thus we can
replace A� and A⊥ by Ω� and Ω⊥, and also trA2k, (A⊥)2k(c − c̄) by
tr Ω2k, (Ω⊥)2k(c− c̄) in Theorem 5.7.

The matrix Ω is a skew-symmetric matrix, thus it is similar to a block
diagonal matrix. Without loss of generality we can assume that Ω is of
the form

Ω =




0 x1

−x1 0 . . . xn

−xn 0




with xi = ui for i = 1, . . . ,m and xi = vi for i = 1, . . . , n−m, where
ui’s and vj ’s are indeterminants.
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Hence we have

(27)

−1
4

2n−2m∑
α,β=1

c̄αcβ

2m∑
i,j=1

Rαβij(ξ)ωi ∧ ωj

= −1
4

n−m∑
α=1

sin θα.vα(c22α−1 + c22α)

(28) Tr Ω2k = 2(−1)k

( m∑
i=1

u2k
i +

n−m∑
j=1

v2k
j

)

and

(29) (Ω⊥)2k(c− c̄) = (−1)k
n−m∑
α=1

4 sin2 θα

2
v2k

α (c22α−1 + c22α).

Finally, let

(df̌α)� =
2m∑
i=1

ωi Ei(f̌α) where c(df̌α)� =
2m∑
i=1

ei Ei(f̌α).

Let

(30)

L2r(g)(ξ)

=
∫

νξ(ε)

tr trs

(
ḡ∗1(expξ c) f̌0(ξ)c(df̌1)�(ξ) · · · c(df̌2r)�(ξ)

e(−‖c̄−c‖2/4t)

(4πt)n

·
N∑

k=0

tkF
(
(tr Ω2, . . . , tr Ω2sk); (Ω⊥)2(c−c̄), . . . (Ω⊥)2lk(c−c̄)

))
dc.

Computing the supertrace in Theorem 5.7 is equivalent to computing
the form of top order 2m on Fg, if we multiply by (2/i)n, (this constant
shows up from Trs(e1e2 · · · e2n) = (2/i)n ). Consequently, using the
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above observations together with Lemma 5.6 and (30) we get

(31)

L2r(g)(ξ) =
∫

νξ(ε)

(
2
i

)n
tr

(4πt)n
f̌0(ξ)(df̌1)�(ξ) ∧ · · · ∧ (df̌2r)�(ξ)

·
( n−m∏

α

−sin
θα

2

)( m∏
α=1

iuαt/2
sinh(iuαt/2)

)( n−m∏
β=1

ivβt/2
sinh(ivβt/2)

)

· exp
(
− 1

4

n−m∑
α=1

sin θα.vα(c22α−1 + c22α)
)

· exp
( n−m∑

β=1

−ivβt

2
4 sin2 θβ

2
(c22β−1 + c22β)

4t
coth

(
ivβt

2

))
dc

After some simplifications (for details consult [15] and [1]) formula (31)
becomes

L2r(g)(ξ) =
(−π)n−m

(2πi)n

1
tm−k

f̌0(ξ)(df̌1)�(ξ) ∧ · · · ∧ (df̌2k)�(ξ)

·
( m∏

α=1

iuαt/2
sinh(iuαt/2)

)
n−m∏

β=1

sin
(
vβt

2
+

θβ

2

)

−1

.

Computing the residue at z = 0, the only nontrivial term is the one
which contains a 2m− 2r form. Therefore

Resz=0
1

Γ(z + r)

∫ 1

0

tz−1

(∫
Fg

L2r(g)(ξ) dξ
)

dt

=
1

Γ(r)

∫
Fg

(−π)n−m

(2πi)n
f̌0(ξ)(df̌1)�(ξ) ∧ · · · ∧ (df̌2r)�(ξ) dξ

·
[( m∏

α=1

iuα/2
sinh(iuα/2)

)( n−m∏
β=1

sin
(
vβ

2
+

θβ

2

))−1]
(m̂−r).

Where the notation
[(∏m

α=1((iuα/2)/ sinh(iuα/2))
) (∏n−m

β=1 sin((vβ/2)

+(θβ/2))
)−1](m̂− r) means the (m − r)th term of the Taylor series

expansion of ((iuαt/2)/ sinh(iuαt/2)) and sin((vβt/2) + (θβ/2)) with
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respect to t at t = 0. Thus we have proved the main theorem in this
article.

Theorem 6.1. Let M be a smooth compact oriented Riemannian
spin manifold, with fixed spin structure, of dimension 2n. Let G be a
countable discrete group acting in a proper smooth way on M , where
M is endowed with a G-invariant Riemannian metric. Assume the
action is a spin action on M . Let A be the C∞(M,G) algebra under a
certain norm and D the Dirac operator. Then the 2rth component of
the equivariant Chern character of the spectral triple (A,H, D) as an
entire cyclic cocycle is given by

ϕ2r

(∑
g0

fg0g0, . . . ,
∑
g2r

fg2r
g2r

)

=
(
Ch(D,H),

(∑
g0

fg0g0, . . . ,
∑
g2r

fg2r
g2r

))

=
∑
g∈G

∑
g=g0···g2r

{∑
j

∫
(Fg)j

[
L2r(g)

]
j

}

where[
L2r(g)

]
j

=
(−π)n−mj

(2πi)n

1
Γ(r)

((g0 · · · g2r).fg0) (d(g1 · · · g2r).fg1)�

∧ · · · ∧ (d(g2r).fg2r
)�

· Â(T (Fg)j)
[
Pf

(
sin(iΩ/4π + Θ(g)/2)(ν(Fg)j)

)]−1

The (Fg)j’s are the connected components of the fixed submanifold
Fg in M with dim (Fg)j = mj. T (Fg)j is the tangent bundle, whereas
(ν(Fg)j) is the normal bundle of the fixed submanifold (Fg)j. The Â-
genus restricted to the tangent bundle is

Â
(
T (Fg)j

)
=

( m∏
α=1

iuα/2
sinh(iuα/2)

)

and the Pfaffian restricted to the normal bundle is

[
Pf

(
sin(iΩ/4π + Θ(g)/2)(ν(Fg)j)

)]−1 =
( n−m∏

β=1

sin
(
vβ

2
+

θβ

2

))−1

.
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2) The index pairing. The cyclic cocycle that we computed in
Theorem 6.1 is an element in the entire cyclic cohomology. Before
pairing it with a K-theory element, we would like to view it as an
element in the delocalized cohomology that was developed by Baum
and Connes.

Let us briefly recall the construction of the delocalized cohomology,
for more details one can consult [2].

Let G be a countable discrete group acting in a proper smooth way
on M , where M is endowed with a G-invariant Riemannian metric.
Define M̂ ⊂ G×M by:

M̂ = {(g, x) ∈ G×M |gx = x}

then G acts on M̂ by h(g, x) = (hgh−1, hx) where (g, x) ∈ M̂, h ∈ G.

The quotient space under the group action is denoted by M̂/G. The
action of G on M̂ is proper, so M̂/G is an orbifold. One can also view
the space M̂ as the disjoint union of Fg’s, i.e.,

M̂ = �g∈G Fg

where Fg = {x ∈M |gx = x}, the fixed submanifold of M by g.

Let L = {g1, g2, . . . } be elements of finite order in G such that any
element of finite order in G is conjugate to one and only one of the gi.
Then M̂/G = �g∈LFg/Z(g), where Z(g) = {h ∈ G|hgh−1 = g} is the
centralizer of g in G.

We denote by Ω∗(M̂)G the space of all G-invariant differential forms
on M̂ , and by H∗(M̂ : C)G the de Rham cohomology of G-invariant
forms on M̂ . The delocalized cohomology is the cohomology of the
quotient space M̂/G, and we have

H∗
c (M̂/G;C) = H∗(M̂ ;C)G = ⊕g∈LH

∗(Fg/Z(g);C).

For g and h conjugates in G. Then H∗(Fg/Z(g);C)�H∗(Fh/Z(h);C).
Let Λg denote the cocycle as in Theorem 6.1

Λg = Â(T (Fg))
[
Pf

(
sin(iΩ/4π + Θ(g)/2)(ν(Fg))

)]−1

=
( m∏

j=1

iuj/2
sinh(iuj/2)

)( n−m∏
l=1

sin
(
vl

2
+

θl

2

))−1
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(for simplicity we assume Fg has only one connected component). The
claim is that Λg is a well-defined element of the delocalized cohomology
H∗(Fg/Z(g);C). To prove the claim:

Note that the expression of Â and the Pfaffian involves the ui’s and
vj ’s, which are the Chern roots in the normal and tangent direction
to Fg defined in terms of the connection. The Levi-Civita connection
∇ on TM preserves the decomposition in (15). Therefore it induces
connections∇0 and∇1 on TFg and ν(Fg), respectively, which preserves
the metrics on these bundles; hence,

∇ = ∇0 ⊕∇1.

Let α ∈ Z(g), then α induces a diffeomorphism

α : Fg → Fg, by sending x to αx.

Therefore, (α−1)∗ui = ui and (α−1)∗vj = vj for all i and j. The linear
map dg : ν(Fg)x → ν(Fg)x gives rise to an orthogonal decomposition
ν(Fg)x = ⊕l

i=1Nx(θi) ⊕ Nx(π) which is constant on each connected
component of Fg [16]. Hence it follows easily that α∗Λg = Λg, and Λg

is a well-defined element in H∗(Fg/Z(g)).

Let A be an algebra over C with a unit and E is a finitely generated
A-module. Let e be the idempotent corresponding to the finitely
generated A-module E ; then the Chern character map takes the form
(cf. [5] and [13])

Ch (e) =
∞∑

k=0

1
k!

Tr
[(

i

2π
e de de

)k]
.

Using the fact that e(de)e = 0 and e(de)2 = (de)2e, the above formula
becomes

(32) Ch (e) =
∞∑

k=0

1
k!

Tr
[(

i

2π
e de de · · · de

)]k

.

As in [2], the equivariant K-theory is defined by

K0
G(M) = K0(C0(M)×G)
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The C∗ algebra C0(M) × G contains the smooth crossed product
algebra C∞(M,G) as a dense subalgebra. In fact it was shown in [2]
that C∞(M,G) is closed under holomorphic functional calculus and
that the inclusion C∞(M,G) ⊂ C0(M) × G induces an isomorphism
K∗(C∞(M,G)) ∼ K∗(C0(M)×G).

Let e be an idempotent in the matrix algebra Ms(C∞(M,G)); then
e = (eij) where each eij ∈ C∞(M,G). Therefore it has an expression of
the form eij =

∑
gl∈G f ij

l gij
l with f ij

l ∈ C∞(M). The Chern character

map ChG : K0(C∞(M,G)) → Hev(M̂/G) is given by:

ChG(e) =
∞∑

r=0

1
r!

Tr
[(

i

2π
e de de

)r]

=
∞∑

r=0

∑
i0,i1,··· ,i2k

1
r!

(
i

2π

)r

ei0i1 dei1i2 · · · dei2ri0

=
∞∑

r=0

∑
i0,i1,··· ,i2r

∑
g

i0i1
0 ,... ,g

i2ri0
2r

1
r!

(
i

2π

)r

· (f i0i1
0 gi0i1

0 )(df i1i2
1 gi1i2

1 ) · · · (df i2ri0
2r gi2ri0

2r ).

Then using the fact that

f i0i1
0 gi0i1

0 · · · df i2ri0
2r gi2ri0

2r

= ((gi0i1
0 · · · gi2ri0

2r ).f i0i1
0 ) d((gi1i2

1 · · · gi2ri0
2r ).f i1i2

1 ) · · · d(gi2ri0
2r .f i2ri0

2r )

which follows from the properties of the smooth crossed product alge-
bra, here g.f means the action of g on the function f . Thus ChG(e)
becomes:

ChG(e) =
∞∑

r=0

∑
i0,··· ,i2r

∑
gI∈G

∑
gI=g

i0i1
0 ···gi2ri0

2r

· 1
r!

(
i

2π

)r

((gi0i1
0 · · · gi2ri0

2r ).f i0i1
0 ) · · · d(gi2ri0

2r .f i2ri0
2r ).

where gI = gi0i1
0 · · · gi2ri0

2r and I = {i0, i1, . . . , i2r}. Before we compute
the pairing, we extend the map ϕ2r into the matrix-valued map ϕ̃2r,
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taking values in the s× s matrix algebra Ms(A) as follows

ϕ̃2r(f̃0, f̃1, · · · , ˜f2r) =
∑

i0,i1,... ,i2r

ϕ2r((f0)i0i1 , (f1)i1i2 , . . . , (f2r)i2ri0),

where f̃p = ((fp)ij), with (fp)ij ∈ A.

Theorem 6.2. With all the assumptions as in Theorem 6.1, let
e ∈ K0(C∞(M ;G)) be an idempotent, e = e2 ∈Ms(C∞(M ;G)). Then
the 2rth component of the pairing is given by:

〈
Ch(D,H), [e]

〉
2r

=
∑

j

∑
i0,... ,i2r

∑
gI∈G

∑
gI=g

i0i1
0 ...g

i2ri0
2r

(−π)n−mj

(2πi)n

· Cr

〈
Λj

gI ∧ (Chr
G(e))�|(FgI )j

, [(FgI )j ]
〉

where Cr is some numerical constant and (FgI )j’s are the connected
components of the fixed submanifold FgI inM with dim ((FgI )j) = 2mj,

Λj
gI = Â(T (FgI )j)

[
Pf

(
sin(iΩ/4π + Θ(gI)/2)(ν(FgI )j)

)]−1

and

(Chr
G(e))�|(FgI )j

=
1
r!

(
i

2π

)r

((gi0i1
0 · · · gi2ri0

2r ).f i0i1
0 )(d(gi1i2

1 · · · gi2ri0
2r ).f i1i2

1 )�

· · · (d gi2ri0
2r .f i2ri0

2r )�|(FgI )j
.

Appendix

Local expression of D2. With respect to the orthogonal frame
Egx, the Dirac operator D is given by D =

∑2n
i=1 ei∇E

Egx
i

, where ∇E
Egx

i

is the spinor connection on the spin bundle E and the ei’s are Clifford
variables. Thus

D2 =
( 2n∑

i=1

ei∇E
Egx

i

)( 2n∑
j=1

ej∇E
Egx

j

)
=

∑
i,j

eiej ∇E
Egx

i
∇E

Egx
j

= −
∑

i

(∇E
Egx

i
)2 +

∑
i<j

(∇E
Egx

i
∇E

Egx
j
−∇E

Egx
j
∇E

Egx
i

)
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after some simplification we get (cf. [17])

D2 = −
∑

i

(∇E
Egx

i
)2 +K/4

where K is the scalar curvature. Next we express the Laplacian (∇E
Egx

i
)2

in terms of normal coordinates yi’s at gx and frame Egx. But first
observe that

∇E
∂

∂yi

=
∂

∂yi
+

1
4

∑
j,k

Γk
i j ejek, and

∂

∂yi
= Egx

i + 0|y|.

Therefore

∇E
Egx

i
= ∇E

(∂/∂yi)
+ 0|y|

=
∂

∂yi
− 1

8

∑
jkl

R̃ilkj(gx) yl ejek + h1 + h2

where h1 is the sum of terms of the form k1 yi1 · · · yij
eαeβ , and h2 is

the sum of terms of the form k2 yi1 · · · yij
, for j ≥ 2 where ki’s are some

constants. Thus, after simplification we get

D2 = −
∑

i

∂2

∂y2
i

+
1
4

∑
ijαβ

R̃ijαβ(gx) yi
∂

∂yj
eαeβ

+
1
64

∑
ijk αβ γη

yiyj R̃ikαβ(gx) R̃kjγη(gx) eαeβeγeη + B.

And the term B is of the form φ1 + φ2, where

φ1 =
∑

il,k,p,α,β

kpyi1 · · · yij

∂

∂yk
eαeβ,

and

φ2 =
∑
il,k,p

kp yi1 · · · yij

∂

∂yk
, for j ≥ 2

where kl’s are some constants.



EQUIVARIANT DIRAC CYCLIC COCYCLE 1205

Acknowledgments. I am grateful to Professor Alain Connes, who
brought to my attention his recent paper with Moscovici, which inspired
me to shape this article into its present form. Some of the computation
in this article was done in collaboration with Professor Jeff Fox. It
was his suggestion to incorporate the cyclic cocycle formula from their
paper, and I am very appreciative of all his time and help. I would also
like to thank Professor Guoliang Yu for all his help and encouragement,
and for all the enlightening conversations we had over the years when
I was in Boulder.

REFERENCES

1. F. Azmi, Computation of the equivariant cocycle of the Dirac operator, Ph.D
Thesis, University of Colorado at Boulder, 1996.

2. P. Baum and A. Connes, Chern character for discrete groups, in A fete of
topology, Academic Press, Boston, MA, 1988.

3. N. Berline, E. Getzeler and M. Vergne, Heat kernel and Dirac operators, in A
series of comprehensive studies in mathematics 298, Springer-Verlag, New York,
1991.

4. N. Berline and M. Vergne, A computation of the equivariant index of the Dirac
operator, Bull. Soc. Math. France 113 (1985), 305 345.

5. A. Connes, Non-Commutative differential geometry, Inst. Hautes Études Sci.
Publ. Math. 62, (1985), 41 144.

6. , Non-Commutative geometry, Academic Press, New York, 1994.

7. , On the Chern character of θ-summable Fredholm modules, Comm.
Math. Phys. 139, (1991), 171 181.

8. A. Connes and H. Moscovici, The local index formula in non-commutative
geometry, GAFA 5 (1995), 174 243.

9. , Transgression and the Chern character of finite-dimensional K-Cycles,
Commun. Math. Phys. 155 (1993), 103 122.

10. H.L. Cycon, R.G. Froese, W. Kirsch and B. Simon, Schrödinger operators
with application to quantum mechanics and global geometry, Texts Monographs
Phys., Springer, New York, 1987.

11. H. Donnelly, Spectrum and the fixed point sets of isometries, I, Math. Ann.
224 (1976), 161 170.

12. E. Getzler and A. Szenes, On the Chern character of a theta-summable
Fredholm module, J. Funct. Anal. 84 (1989), 343 357.

13. M. Hitoshi, Chern character for proper Γ-manifolds, Proc. Sympos. Pure
Math. 51, Part 2 (1990), 221 234.

14. A. Jaffe, A. Lesniewski and K. Osterwalder, Quantum K-theory: The Chern
character, Comm. Math. Phys. 118 (1988), 1 14.



1206 F.M. AZMI

15. J.D. Lafferty, Y.L. Yu and W.P. Zhang, A direct geometric proof of the
Lefschetz fixed point formulas, Trans. Amer. Math. Soc. 329 (1992), 571 583.

16. H.B. Lawson, Jr. and M-L. Michelson, Spin geometry, Princeton Math. Ser.
38, Princeton Univ. Press, Princeton, 1989.

17. J. Roe, Elliptic operators, topology and asymptotic methods, Pitman Res.
Notes Math. Ser. 179, Longman Sci. Tech., Harlow, 1988.

18. Y.L. Yu, Local index theorem for Dirac operator, Acta Math. Sinica (N.S.) 3
(1987), 152 169.

Department of Mathematics, College of Science and Medical Studies

at Malaz, King Saud University, P.O. Box 22452, Riyadh 11495, Saudia

Arabia

E-mail address: fazmi@ksu.edu.sa


