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ABSTRACT. In this paper we study singular integral
operators with a linear fractional Carleman shift preserving
the orientation on the unit circle. The main goal is to
characterize the spectrum of some of these operators. To
this end a special factorization of the operator is derived
with the help of a factorization of a matrix function in a
suitable algebra. After developing methods which permit us to
obtain a factorization of a matrix function for some classes of
interest, the spectral analysis of some types of singular integral
operators with a Carleman shift is done.

1. Introduction. In this paper we study singular integral operators
with a Carleman shift on the unit circle T of a special nature, the
so-called linear fractional Carleman shift preserving the orientation of
T (see (1.1)). The main objective is to develop tools which permit
us to give a complete description of the spectrum for some classes of
these operators acting in the Lebesgue space Lp(T), p ∈ (1,∞). This
includes the identification of the Fredholm and non-Fredholm parts of
the spectrum of such an operator T (the latter, in general, is known
for the type of operators which we are going to consider here), as well
as the calculation of the defect numbers of the operator T − λI, for
all λ belonging to the Fredholm part of the spectrum of T , and a
representation for the resolvent operator. In this respect, this paper
may be seen as a continuation of [7], where the spectral analysis was
made for a very special type of operators.
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Regarding the tools we are going to use, the following must be said.
The idea of using the concept of factorization of functions to obtain a
factorization of singular integral operators is a very old one and quite
well understood. In the case of singular integral operators with a linear
fractional Carleman shift, this idea was used in [9]. Unfortunately,
at the beginning of that paper some lapses were made which, while
they do not change the final results much, completely change the
contents. This was brought to light several months ago when Prof.
G. Litvinchuk posed to the first author of the present paper some
interesting questions concerning the referenced paper. The authors
are very grateful to Prof. Litvinchuk for these useful questions. So
a part of this paper is devoted to the characterization of singular
integral operators with a linear fractional Carleman shift preserving the
orientation of T via the factorization of matrix-valued functions of a
particular type. Afterwards methods to achieve an explicit factorization
of these matrix-valued functions are developed.

Before going any further, let us make precise the notation and
terminology that we are going to use.

Let T denote the unit circle with the usual anti-clockwise orientation,
and denote by T+ and T− the interior and exterior of T, respectively.
It is well known that the singular integral with Cauchy kernel Sϕ, given
almost everywhere on T by

Sϕ(t) =
1
πi

∫
T

1
τ − t

ϕ(τ ) dτ,

where the integral is understood in the sense of its principal value,
defines a bounded linear operator in Lp(T) for all p ∈ (1,∞). A
very useful property of this operator is that S2 = I, I denoting the
identity operator in Lp(T), p ∈ (1,∞). This permits us to introduce in
Lp(T) a pair of complementary projection operators by P± = (I±S)/2
and decompose Lp(T) = L+

p (T) ⊕
◦
L−

p (T) with L+
p (T) = imP+ and

◦
L−

p (T) = imP−. We also set L−
p (T) =

◦
L−

p (T)⊕C.

On the unit circle we consider the so-called linear fractional Carleman
shift, i.e., the function α defined by

(1.1) α(t) =
t− β

β̄t− 1
, |β| < 1.
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This choice of the constant β implies that the shift α preserves the
orientation of T. Let us mention that if β �= 0, which we suppose to
hold from now on, then α does not have fixed points on T, but if we
consider it defined in C \ {1/β̄} there are two fixed points ξ± ∈ T±,
given by ξ± = (1∓δ)/β̄, with δ =

√
1− |β|2. Associated with the shift

function α we consider the weighted shift operator U : Lp(T)→ Lp(T),
p ∈ (1,∞), defined by

(Uf)(t) = −α+(t)f(α(t))

where α+ is the left factor in the following factorization of α:

(1.2) α = α+ t α−

with

(1.3) α+(t) =
δ

β̄t− 1
, α−(t) =

t− β

δt
, t ∈ T.

With this definition the operator U satisfies the following properties:

(i) U2 = I,

(ii) US = SU .

Note that α+(α(t)) = α−1
+ (t), and so property (i) is a consequence

of the Carleman condition α(α(t)) = t, t ∈ T. Also this rule for
the composition plays a role in property (ii), which can be verified
by a straightforward computation. It should be emphasized that the
main reason to include the weight α+ in the definition of the shift
operator U is precisely to have this property (it is well known that, for
an unweighted shift operator, i.e., V ϕ(t) = ϕ(α(t)), where α preserves
the orientation of T, V S = SV +K, where K is a compact operator).
Since we would like to consider spectral problems, the fulfillment of
property (ii) is very important.

An operator acting in Lp(T) of the form

(1.4) A = a I + b U,

where a, b are functions defined on T, is called a functional operator
and the functions a and b are referred to as coefficients of this operator.
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The purpose of this paper is to study singular integral operators of
the form
(1.5) T (A,B) = AP+ +BP−,
where A and B are functional operators. For simplicity, in what follows
we shall deal most of the time with the case of functional operators
having continuous coefficients and afterwards we consider the extension
of the results to the case of coefficients belonging to L∞(T).

The paper is organized as follows. In Section 2 we complete the results
of [9]. The Fredholm properties of a singular integral operator with a
linear fractional Carleman shift are expressed in terms of a factorization
of a 2×2 matrix function. This connection was also used in [7] to obtain
the spectrum of some singular integral operators with a Carleman shift,
in the case of multiplication operators by the characteristic function of
some arc of the unit circle. As was mentioned at the beginning, one of
our objectives is to characterize the spectrum of other singular integral
operators with a Carleman shift. Therefore, in Section 3 we consider
the factorization problem for a class of 2 × 2 matrix functions, which
is a subclass of the one known as Daniele-Khrapkov class, the elements
of which can be interpreted as continuous functions of a multiplication
operator by a rational matrix function. The factorization problem for
another class of matrix functions related to singular integral operators
with a Carleman shift is also considered. Finally, in Section 4 we use
the results obtained so far to characterize the spectrum of some singular
integral operators with a linear fractional Carleman shift of the form
(1.1).

2. Factorization of singular integral operators with a Carle-
man shift. First we need to introduce the notation and recall some
basic results. Let B denote a decomposing algebra of continuous func-

tions on the unit circle, B = B+ ⊕
◦
B−, with B+ = P+B,

◦
B− = P−B

and set B− =
◦
B− ⊕C (see, for instance, [5] or [14]). By A we denote

the algebra of all functional operators with coefficients in B. Analo-

gously,A+ and
◦
A− are the sets of functional operators with coefficients,

respectively, in B± and
◦
B−. From the commutation relation between

U and S, it follows that

A = A+ ⊕
◦
A−, P∓A±P± = {0},
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and so the operator algebra A is decomposing. Therefore it makes
sense to consider the factorization problem for the elements of A.

Definition 2.1. Let α be the Carleman shift (1.1). In the sequel we
use the symbol B2×2

α for the algebra of all 2×2 matrix functions of the
form

(2.1) A =
(

a b
b(α) a(α)

)

where a, b ∈ B.

Here and in what follows by x(α) we represent the composition x◦α.
In the case where x is a matrix function, its elements are defined
componentwise.

We shall use frequently the following simple characterization of the
elements of B2×2

α : A ∈ B2×2
α if and only if A ∈ B2×2 and

(2.2) A = eA(α)e, e =
(
0 1
1 0

)
.

It is easy to verify that the subalgebra B2×2
α of B2×2 is also a

decomposing algebra

B2×2
α = B2×2

+,α ⊕
◦
B2×2

−,α

where B2×2
+,α = P+B2×2

α and
◦
B2×2

−,α = P−B2×2
α . We put B2×2

−,α =
◦
B2×2

−,α ⊕C2×2.

It is well known that the map

(2.3) π : A = a I + b U �−→ A =
(

a b
b(α) a(α)

)

is an algebraic isomorphism from the algebra A onto the algebra
B2×2

α , for every Carleman shift α (see, for instance, [10]). Moreover,
π is a homomorphism which in the present case, where α is the
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linear fractional Carleman shift (1.1), satisfies the following invariance
properties

π(A±) = B2×2
±,α .

This property means that if we want to factorize a singular integral
operator with coefficients belonging to the algebra A, we must look for
a factorization of the matrix function A ∈ B2×2

α in (within) the algebra
B2×2

α .

2.1 Factorization in the algebra B2×2
α . Now we proceed in order

to define a concept of factorization for the elements of the algebra B2×2
α

which will be convenient for our purposes.

Let us recall that a factorization of a matrix function A ∈ B2×2 in
the algebra B2×2 is a representation of it in the form

A = A+ ΛA−,

where A±1
+ ∈ B2×2

+ , A±1
− ∈ B2×2

− , and

(2.4) Λ(t) = diag {tκ1 , tκ2},

where κ1, κ2 are integers, which we suppose to satisfy κ1 ≥ κ2 and
are called partial indices of A (they are uniquely determined by A).
The number κ = κ1 + κ2 is referred to as the total index of A and
equals indT detA. If κ1 = κ2 = 0 the factorization of A is said to be
canonical.

Now note that if A ∈ B2×2
α admits a noncanonical factorization, then

the central factor in a factorization of A does not belong to B2×2
α , i.e.,

Λ /∈ B2×2
α .

However, the situation is clear if A ∈ B2×2
α admits a canonical

factorization. In fact, if this is the case then, as is well known, A
can be uniquely represented in the form

A = A+A−, with A+(ξ+) = e0,

where ξ+ is the fixed point of the shift α in the interior of T and e0 is
the 2× 2 identity matrix. Since A = eA(α)e and

A = eA+(α)e eA−(α)e, with eA+(α(ξ+))e = e0,
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it follows that A+ = eA+(α)e and A− = eA−(α)e or, what is the same,
A+ ∈ B2×2

+,α and A− ∈ B2×2
−,α .

In the next proposition we draw some conclusions about the factors
of an arbitrary factorization of A.

Proposition 2.2. If A ∈ B2×2
α admits factorization in B2×2, say

A = A+ΛA−, then the outer factors satisfy the following identities

A+ = eA+(α)Λ+Hε,p

A− = Λ−1Hε,p ΛΛ−A−(α)e

where e is the constant matrix given in (2.2), Λ± = diag {ακ1± , ακ2± } and
Hε,p is a triangular matrix function: Hε,p =

( ε p

0 −ε

)
where ε ∈ {1,−1}

and p is a polynomial of degree at most κ1−κ2 which is an even number,
such that

(2.5) p(α) = ακ1−κ2
+ p.

Proof. For A ∈ B2×2
α we have A = eA(α)e and then

A = (eA+(α)Λ+) Λ (Λ−A−(α)e)

is another factorization of A. It is well known that there exists a
triangular matrix function H =

( µ p

0 ν

)
, where µ, ν ∈ C and p is a

polynomial of degree not greater than κ1− κ2 (see [14]), such that the
outer factors in the two factorizations of A are related by

A+ = eA+(α)Λ+H,(2.6)
A− = Λ−1H−1ΛΛ−A−(α)e.(2.7)

The shift (1.1) has two fixed points, ξ± ∈ T±. Calculating the
determinant of both sides of (2.6) and (2.7) and evaluating them at
the fixed points ξ+ and ξ−, respectively, we obtain

µ ν(−1)κ1+κ2 = −1 and µ ν = −1,

where we have used the equalities α+(ξ+) = −1 and α−(ξ−) = 1. Thus,
κ1 + κ2, and also κ1 − κ2, is necessarily an even number. Note that
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this conclusion could actually be obtained from the fact that detA is
invariant under the shift α. On the other hand, from (2.6), we get
e0 = Λ+(α)H(α)Λ+H. Then we have µ2 = ν2 = 1, and, therefore,

µ = −ν = ε, ε ∈ {1,−1},

and we also conclude that p must satisfy the equality (2.5). Setting
Hε,p = H, we also have H−1

ε,p = Hε,p.

It should be noted that with a little extra effort, it can be shown that
the number ε appearing in this proposition is uniquely determined by
the matrix function A ∈ B2×2

α , thus not depending on the factorization
under consideration.

We are now prepared to introduce the concept of factorization in the
algebra B2×2

α .

Definition 2.3. Let A ∈ B2×2
α be nonsingular. By a factorization

of A in the algebra B2×2
α , we mean its representation in the form

A = A+,αRA−,α,

where

(i) A±1
+,α ∈ B2×2

+,α , A±1
−,α ∈ B2×2

−,α ,

(ii) R ∈ B2×2
α is of the form

R = KS−1diag {χκ1 , χκ2} S,

where κ1, κ2 are integers such that κ1 ≥ κ2, K = diag {(1, (−1)κ1},
S is a constant nonsingular matrix, and χ ∈ B satisfies the following
properties:

(2.8) χ(α) = −χ and indT χ = 1.

Here indT χ denotes the winding number of the function χ on T.

Let us make some remarks concerning this definition.

For some time it was not clear to us what we should demand of the
middle factor R in the above definition. However, it should be noted
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that, since Bα is a subalgebra of B, any factorization of A in B2×2
α

should give rise to a factorization of A in B2×2. This is ensured by
the condition indT χ = 1 since this implies that χ can be factorized in
B as χ = χ+ t χ− and, consequently, we obtain a factorization of R in
B2×2 as follows

R = (KS−1diag {χκ1
+ , χκ2

+ })diag {tκ1 , tκ2}(diag {χκ1− , χκ2− } S).
Substituting this factorization in the factorization A = A+,αRA−,α

gives the required factorization of A in B2×2. This procedure shows
that the numbers κ1 and κ2 are nothing else but the partial indices of
A ∈ B2×2

α which according to the previous proposition are both even
or both odd numbers.

Let us now explain the role of the other condition imposed on
the function χ, namely, χ(α) = −χ. First of all, this condition is
compatible with the first one, since every α anti-invariant function has
odd index. Further, for instance, in the case of κ1 (and also κ2) being
an even number, when K = e0, it implies that R(α) = R. So, in order
that R ∈ B2×2

α , we must have eRe = R. This permits us to determine
explicitly the constant matrix S in order to fulfill that requirement: S
is a diagonalizing matrix for e. Analogously, in the case of κ1 (and
also κ2) being an odd number, when K = diag {1,−1}, that condition
on χ implies that R(α) = −R. Since K anti-commutes with e, in
order that R ∈ B2×2

α , the same conclusion must hold for S. Among
the diagonalizing matrices for e, we may choose those being unitary
matrices, yielding

(2.9) S =
1√
2

(
1 v
−v 1

)
, with v = ±1.

From now on, we write Sv instead of S for this choice.

As in a usual factorization, we may choose the function χ as simple
as possible. We give two examples of possibly good choices. We can
take for χ the function defined by χ(t) = α(t) − t, t ∈ T, which can
be factorized as χ = χ+ t χ−, with χ+(t) = β̄((t − ξ−)/(β̄t − 1)) and
χ−(t) = 1 − (ξ+/t). In this case the matrix function R is rational.
Another example is provided by a convenient branch of the multi-valued
function

√
t α(t), namely χ(t)=√α+ t

√
α−, where

√
α± are branches

preserving analyticity in T±. In the present context, this choice can
be made if we can guarantee that √α± ∈ B.
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For further reference, let us mention the following properties of the
factors of any factorization of an arbitrary function χ satisfying the two
conditions (2.8):

(2.10) χ+(α) = −α−1
+

χ+, χ−(α) = α−1
− χ−.

Now we are ready to state the main result about the factorization in
B2×2

α .

Theorem 2.4. Let A ∈ B2×2
α . Then the following assertions are

equivalent:

(i) A admits a factorization in B2×2
α ,

(ii) A admits a factorization in B2×2.

Moreover, from any of the above factorizations of A one can obtain
explicitly the other.

Proof. From the remarks made before this theorem, it is clear that
(i) ⇒ (ii). So it remains to prove that (ii) ⇒ (i). Suppose that

(2.11) A = A+ ΛA−

is a factorization of A in B2×2 with Λ = diag {tκ1 , tκ2}. If this is a
canonical factorization (Λ = e0), then as we have shown before, it is
also a factorization of A in B2×2

α . We suppose that Λ �= e0.

Since A ∈ B2×2
α , by Proposition 2.2, we know that the outer factors

in the factorization (2.11) satisfy

A+ = eA+(α)Λ+Hε,p, A− = Λ−1Hε,p ΛΛ−A−(α)e

for some ε, p satisfying the conditions given in that proposition.

Let v ∈ {1,−1},Sv be the matrix defined in (2.9) and K =
diag {1, (−1)κ1}. Further, let χ ∈ B be a function satisfying the con-
ditions mentioned in Definition 2.3, and set

(2.12) Rv = KS−1
v Λχ Sv, Λχ = diag {χκ1 , χκ2}.

We have Rv ∈ B2×2
α (see the notes after Definition 2.3). Consider a

factorization of χ = χ+ t χ− in B and the corresponding factorization
of Rv in B2×2:

Rv = R̃v+Λ R̃v− = (KS−1
v Λχ+) Λ (Λχ−Sv),
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where Λχ± = diag {χκ1± , χκ2± }. Using the first one of the properties given
in (2.10), it is straightforward to verify that R̃v+ = e R̃v+(α)Λ+Hv,0,
where we have used the notation in Proposition 2.2.

We set v = ε and R = Rε. Since R also belongs to B2×2
α and has

the same partial indices as A, if we consider an arbitrary factorization
of it, say

(2.13) R = R+ ΛR−,

using again Proposition 2.2, we have

(2.14) R+ = eR+(α)Λ+Hε,q, R− = Λ−1Hε,q ΛΛ−R−(α)e

for some polynomial q satisfying the same requirements as p.

Substituting (2.13) in (2.11), we obtain

A = (A+R−1
+ )R (R−1

− A−).

Now we claim that from the given factorization of A, which is charac-
terized by the polynomial p, we can choose a factorization of R, which
is characterized by the polynomial q, such that the above representa-
tion is a factorization of A in the algebra B2×2

α . In fact, if we take
R+ = R̃+Hε,p/2 and R− = Λ−1Hε,p/2 ΛR̃−, then (2.14) is fulfilled
with q = p and, since Hε,p = H−1

ε,p, it follows that

A+,α = A+R−1
+ = eA+(α)Λ+Hε,pH−1

ε,p Λ
−1
+ R−1

+ (α)e

= e(A+R−1
+ )(α)e = eA+,α(α)e

and
A−1

+,α = eA−1
+,α(α)e.

The verification of the corresponding properties for the factor A−,α =
R−1

− A− is straightforward, and so the proof is complete.

It should be emphasized that the proof of this theorem furnishes a
constructive procedure to obtain a factorization of a matrix function
A ∈ B2×2

α in the algebra B2×2
α from a factorization of it in B2×2. In

fact, if A = A+ ΛA− is a factorization of it in B2×2, with partial
indices κ1, κ2, its outer factors satisfy the relations established in
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Proposition 2.2 (that is, the number ε ∈ {−1, 1} and the polynomial p
are fixed). Then a factorization of A in B2×2

α is given by

A = A+,αRA−,α,

where R ∈ B2×2
α is given by (2.12), with v = ε, where χ ∈ B is any

function satisfying (2.8); for instance, those given before this theorem.
A simple computation shows that R can be written as

(2.15) R =
(

u εv
εvα uα

)
=




(
u εv
εv u

)
if κ1 and κ2 are even,(

u εv
−εv −u

)
if κ1 and κ2 are odd,

with

(2.16) u =
1
2
(χκ1 + χκ2), v =

1
2
(χκ1 − χκ2).

The outer factors A±,α of the factorization of A in B2×2
α can be

obtained by considering a convenient factorization of R in B2×2.

2.2 Operator factorization. Now we apply the results of the pre-
vious subsection to analyze singular integral operators with a Carleman
shift or, to be more precise, singular integral operators with coefficients
belonging to the algebra A.

Without loss of generality, we restrict ourselves to the study of
operators of the form:

(2.17) T (A) = T (I, A) = P+ +AP−,

where A ∈ A is a functional operator. In fact, it is well known that a
necessary condition for an operator of the form (1.5) to be Fredholm
is that its coefficients, the functional operators A and B, are invertible
operators (see, e.g., [8]).

The first result that we can deduce is that the operator T (A) admits a
factorization whenever the matrix function π(A) admits a factorization
in the algebra B2×2

α (see 2.3 for the definition of the map π). In fact,
we have
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Theorem 2.5. Let A be a functional operator of the form (1.4) with
coefficients from a decomposing algebra B, A ∈ A, Suppose that A =
π(A) admits a factorization in the algebra B2×2

α , say A = A+,αRA−,α,
where R is the matrix function (2.15). Then the operator T (A) admits
the factorization

(2.18) T (A) = A+ T (R) (A−1
+ P+ + A−P−),

where A± = π−1(A±,α) and R = π−1(R).

Proof. This representation is a simple consequence of the properties
of the map π. In fact, if A = A+,αRA−,α is a factorization of
A = π(A) inB2×2

α , then for the functional operatorA ∈ A we have A =
A+RA−, where A± = π−1(A±,α) are invertible functional operators,
with inverses given by A−1

± = π−1(A−1
±,α), such that P∓A±P± = 0 and

P∓A−1
± P± = 0. Therefore,

T (A) = P+ +AP− = A+(P+ +RP−) (A−1
+ P+ +A−P−)

= A+ T (R) (A−1
+ P+ +A−P−).

In the next theorem, we derive some results on the generalized
invertibility of T (A), A ∈ A. In order to have a useful representation
for a generalized inverse, we fix the matrix function R to be the one
given by (2.15) (2.16) with χ(t) = α(t)− t, t ∈ T.

Theorem 2.6. Let A ∈ A and suppose that the conditions of the
previous theorem are fulfilled, and let κ1, κ2 be the partial indices of A.
Let R be the matrix function given above and R = π−1(R). Then T (A)
is generalized invertible and a generalized inverse of it is given by

T (A)(−1) = (A+P+ +A−1
− P−)RT (R−1)R−1A−1

+ .

Moreover, we have

(i) T (A) is left invertible if κ1 ≤ 0,

(ii) T (A) is right invertible if κ2 ≥ 0

and, therefore, T (A) is an invertible operator if κ1 = κ2 = 0. In each
of these cases, the one-sided or two-sided inverse of T (A) is given by
the expression above.
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Proof. First of all, note that the outer factors A+ and A−1
+ P++A−P−

in (2.18) are invertible operators with inverses given by A−1
+ and

A+P+ + A−1
− P−, respectively, where A± = π−1(A±,α). Therefore, we

have to prove that a generalized inverse of the operator T (R) is the
operator

(2.19)
T (R)(−1) = RT (R−1)R−1 = R(P+ +R−1P−)R−1

= (RP+ + P−)R−1,

which is the right inverse of T (R) if κ2 ≥ 0, and is the left inverse of
T (R) if κ1 ≤ 0.

To this end, we introduce some notation and useful representations for
the operators under consideration. For the sake of simplicity in writing
formulas, let us rename the lowest partial index ofA: κ−1 =: κ2. Recall
that we already know that the partial indices ofA are both even or both
odd numbers. Since U2 = I, we introduce the pair of complementary
projection operators in Lp(T), p ∈ (1,∞), by

(2.20) Q± =
1
2
(I ± U).

Thus
R = uI + εvU = (u+ εv)Q+ + (u− εv)Q−

= χκεQ+ + χκ−εQ−,

where we have used (2.16). Now, for ε = ±1, introduce the singular
integral operators (without shift) in Lp(T)

Vε = P+ + χκεP−, V (−1)
ε = P+ + χ−κεP−,

Λε = χκεP+ + P−, Λ(−1)
ε = χ−κεP+ + P−.

Note that with the choice made for the function χ in the definition of
R, we have P− χP+ = 0. Most of the proof is based on the fact that, as
is well known from the theory of singular integral operators (without
shift), the operator Λε is either left or right invertible according to
whether κε is nonnegative or nonpositive, respectively, and moreover,
its one-sided inverse is the operator Λ(−1)

ε . As a consequence, the
following identity holds: VεΛεΛ

(−1)
ε = Vε for ε = ±1. Since each of

the projections P± commute with each of the projections Q±, we have

(2.21)
T (R) = P+ +RP− = P+ + (χκεQ+ + χκ−εQ−)P−

= Vε Q
+ + V−ε Q

−.
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Also it is easy to see that R−1 = (u2 − v2)−1(u I − (−1)κ1εvU).
Similar to what we have done above, we get

R−1 =
{
χ−κε Q+ + χ−κ−εQ− if κ±1 are even,
χ−κ−ε Q+ + χ−κεQ− if κ±1 are odd.

Note that, by (2.8), the following commutation relations hold:

(2.22)
Q± χκε = χκεQ±, if κ±1 are even;
Q± χκε = χκεQ∓, if κ±1 are odd.

This implies that VεQ
± = Q±Vε as well as ΛεQ

± = Q±Λε, if κε is
even, and VεQ

± = Q∓Vε ± UP+ as well as ΛεQ
± = Q∓Λε ± UP−, if

κε is odd.

As a consequence of P− χP+ = 0, we have

P−RP+ = 0, if κ2 ≥ 0 and P−R−1P+ = 0, if κ−1 ≤ 0.

A straightforward computation permits us to show that the operator
T (R)(−1) is the left inverse of T (R), if κ1 ≤ 0, and the right inverse of
T (R), if κ−1 ≥ 0. Therefore, it remains to prove that T (R)(−1), defined
in (2.19), is a generalized inverse of T (R) if κ1 > 0 and κ−1 < 0.

Suppose that κ1 > 0 and κ−1 < 0. Using the relations established
above, we first obtain

(RP+ + P−)R−1T (R)

=



Λε Λ

(−1)
ε Q+ + Λ−ε Λ

(−1)
−ε Q− if κ±1 are even,

Λε Λ
(−1)
ε Q− + Λ−ε Λ

(−1)
−ε Q+ if κ±1 are odd.

Suppose that κ±1 are even numbers. Then we immediately obtain

Z
def= T (R)(RP+ + P−)R−1T (R)

= Q+Vε Λε Λ(−1)
ε Q+ +Q−V−ε Λ−ε Λ

(−1)
−ε Q−

= Q+Vε +Q−V−ε = T (R).

Now suppose that κ±1 are odd numbers. Then using the commutation
relation (2.22), instead of (2.21), we may write

(2.23) T (R) = Q−Vε +Q+V−ε.
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Consequently, in this case,

Z = Q−Vε Λε Λ(−1)
ε Q− +Q−Vε Λ−ε Λ

(−1)
−ε Q+

+Q+V−ε Λε Λ(−1)
ε Q− +Q+V−ε Λ−ε Λ

(−1)
−ε Q+

or, equivalently,

Z = Q−VεQ
− +Q−Vε Λ−ε Λ

(−1)
−ε Q+ +Q+V−ε Λε Λ(−1)

ε Q−

+Q+V−εQ
+

= T (R) +Q−Vε(Λ−ε Λ
(−1)
−ε − I)Q+ +Q+V−ε(Λε Λ(−1)

ε − I)Q−.

For κ1 > 0 and κ−1 < 0, we have Λ−1Λ
(−1)
−1 = I and

Q±V−1(Λ1 Λ−1
1 − I)Q∓ = Q±(χκ−1 − P+χ

κ1)P−χ−κ1P+Q
∓ = 0,

as a consequence of the commutation relation (2.22). It follows that,
for any value of ε ∈ {−1, 1}, the last two terms in the righthand side of
the above representation of Z vanish, and thus we arrive at the desired
result.

It is necessary to remark here that the previous theorem only gives
sufficient conditions for the (one-sided or two-sided) invertibility of the
operator T (A). For instance, as is well known, for the invertibility of
a usual singular integral operator P+ +AP−, where we denote by the
same symbol the matrix function A ∈ B2×2 and the multiplication
operator by that function, it is necessary and sufficient that A admits
a canonical factorization in B2×2. However, in the case of our singular
integral operators with shift, the condition of A = π(A) to admit a
canonical factorization is no longer necessary for the invertibility of
T (A) (see Example 2.11 below).

Now our purpose is to characterize the kernel of T (A). To this
end, the representations for the operator T (R) used in the preceding
proof are important. However, as we have seen in the proof of the
above theorem, only in the case of even partial indices the operator Vε

commutes with the projections Q±. To distinguish both cases, let us
introduce a parameter γ ∈ {1,−1} as follows:

(2.24) γ =
{
1 if κ1 and κ2 are even
−1 if κ1 and κ2 are odd.
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In the case γ = −1, together with (2.21) (2.23), we also have

(2.25) T (R) = Vε L
− + V−ε L

+,

where L± are the pair of complementary projection operators in Lp(T)
defined by

(2.26) L± = P+Q± + P−Q∓ = Q± P+ +Q∓ P−.

In fact,

Q± V∓ε = Q±(P+ + (u∓ εv)P−) = P+Q± + (u∓ εv)P−Q∓

= (P+ + (u∓ εv)P−)(P+Q± + P−Q∓) = V∓ε L
±.

Let us make a slightly different convention about the notation of
operators. Since for ε = 1 the operator Vε only depends on the partial
index κ1 and for ε = −1 it only depends on the partial index κ2

(see (2.21) (2.16)), we rename these operators and put Tκ1 = V1 and
Tκ2 = V−1. More generally, for further reference, we set

(2.27) Tn = P+ + χn P−, n ∈ Z.

We have

Proposition 2.7. Let A ∈ A, suppose that the conditions of
Theorem 2.5 are fulfilled, let κ1, κ2 denote the partial indices of A and
let ε = ±1 be the number which appears in Proposition 2.2. Then
kerT (A) = kerT (R) and

(2.28)
kerT (R)

=




[kerTκ1 ∩ kerQ−]⊕ [kerTκ2 ∩ kerQ+] if ε = 1 and γ = 1

[kerTκ1 ∩ kerL+]⊕ [kerTκ2 ∩ kerL−] if ε = 1 and γ = −1
[kerTκ1 ∩ kerQ+]⊕ [kerTκ2 ∩ kerQ−] if ε = −1 and γ = 1

[kerTκ1 ∩ kerL−]⊕ [kerTκ2 ∩ kerL+] if ε = −1 and γ = −1,

where Q± and L± are the projection operators defined in (2.20) and
(2.26), respectively.
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Proof. From representation (2.18), we deduce that dimkerT (A) =
dimkerT (R). Moreover, from (2.21) and (2.22) it follows that

kerT (R) = [kerVε ∩ kerQ−]⊕ [kerV−ε ∩ kerQ+]

if γ = 1 and, from (2.23) and (2.25), we get

kerT (R) = [kerVε ∩ kerL+]⊕ [kerV−ε ∩ kerL−]

if γ = −1. Using the convention of notation established before this
proposition, we arrive at (2.28).

Note that kerTn = {0} for n < 0. Our next aim is to identify the
subsets in the righthand side of (2.28) for κ1, κ2 > 0. To this end, it
is convenient to introduce another pair of complementary projection
operators in Lp(T) by

(2.29) Q±,n =
1
2
(I ± α−n

+ U), n ∈ N.

For n ∈ N, let Pn−1 denote the vector space of all polynomials in T of
degree less than n. It is easily seen that the subspace Pn−1 of Lp(T) is
invariant under Q±,n. We shall denote by Q±,n

r the restriction operator
of Q±,n to Pn−1.

Proposition 2.8. Let n ∈ N. Then

dim (kerTn ∩ kerQ±) = dimkerQ±,n
r if n is even,

and

dim (kerTn ∩ kerL±) = dimkerQ∓,n
r if n is odd.

Proof. It is well known from the theory of singular integral operators
that, for n ∈ N, dimkerTn = n and that the elements in kerTn can
be characterized in terms of a factorization of χ, say χ= χ+ t χ−, as
follows

(2.30) ϕ = pn−1 νn, with νn = χn
+ − t−n χ−n

− = χn
+(1− χ−n),
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with pn−1 being a polynomial of degree less than n, pn−1 ∈ Pn−1.

Suppose that n ∈ N is an even number. The condition ϕ ∈
kerTn ∩ kerQ± means that

(2.31) ϕ± Uϕ = pn−1 νn ± νn(α)(U pn−1) = 0.

Since χ(α) = −χ and χ+(α) = −α−1
+

χ+ (see (2.8) and (2.10)), we have
χn(α) = χn and χn

+(α) = α−n
+

χ−n
+ . Consequently, νn(α) = α−n

+ νn

and, therefore, (2.31) implies that

Q±,n pn−1 = pn−1 ± α−n
+ U pn−1 = 0.

So ϕ∈kerTn∩kerQ± implies that ϕ is of the form given in (2.30), with
pn−1 ∈ kerQ±,n

r . It is now straightforward to verify that, reciprocally,
if pn−1 ∈ kerQ±,n, then the function ϕ given by (2.30) belongs to
kerTn ∩ kerQ±. Consequently, the result about the dimension follows.

Now suppose that n ∈ N is an odd number. First note that the
condition ϕ ∈ kerL± is equivalent to

(i) Q±P+ϕ = 0

and

(ii) Q∓P−ϕ = 0.

We show that, for ϕ ∈ kerTn, (i) and (ii) are equivalent. In fact, if
ϕ ∈ kerTn ∩ kerQ± P+, then

Q±P+ ϕ = pn−1 χ
n
+ ± χn

+(α)U pn−1

= χn
+(pn−1 ∓ α−n

+ U pn−1) = χn
+ Q∓,n pn−1 = 0,

where we have used again the properties of χ mentioned above. Anal-
ogously, if ϕ ∈ kerTn ∩ kerQ∓P−, then

Q∓P− ϕ = −χn
+
χ−n pn−1 ∓ χn

+(α)χ
−n U pn−1

= −χn
+
χ−n(pn−1 ± α−n

+ U pn−1) = −χn
+
χ−nQ∓,n pn−1 = 0.

Therefore, ϕ ∈ kerTn∩kerL± if and only if ϕ is of the form (2.30) with
pn−1 ∈ kerQ∓,n

r . Consequently the result about the dimension follows.
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The characterization of the finite dimensional projection operators
Q±,n

r is easy.

Lemma 2.9. Let n ∈ N and Q±,n
r : Pn−1 → Pn−1 be the

projection operators defined in (2.29). Then dimkerQ+,n
r = [(n+1)/2],

dimkerQ−n
r = [n/2] and a basis for kerQ±,n

r is formed by the functions

(2.32) q±m =
1
2
tn−1(αm−1

− ± αn−m
− ), m = 1, . . . ,dimkerQ±,n

r .

Proof. All the results are obtained straightforwardly if we consider
the following basis of Pn−1:

tn−1 αm−1
− , m = 1, . . . , n.

We can now state the main result about the subspace kerT (A).

Theorem 2.10. Let A ∈ A, suppose that the conditions of Theo-
rem 2.5 are fulfilled, let κ1, κ2 be the partial indices of A and let ε = ±1
be the number which appears in Proposition 2.2. Then

dimkerT (A) =




0 if κ1 ≤ 0[κ1

2
+
1− ε

4

]
if κ1 > 0, κ2 ≤ 0,

κ1 + κ2

2
if κ2 > 0.

Moreover, for n = κ1, κ2, let νn be the functions given in (2.30), let
q±m be the elements in a basis of kerQ±,n

r as given in (2.32), and let
B = A+P+ +A−1

− P−. Then

kerT (A) = span {B(q+
m νκ1)}, m = 1, . . . ,

[κ1

2
+
1− ε

4

]

if κ1 > 0, κ2 ≤ 0, and

kerT (A) = span {B(q+
m νκ1) ∪B(q−l νκ2)},

m = 1, . . . ,
[κ1

2
+
1− ε

4

]

l = 1, . . . ,
[κ2

2
+
1 + ε

4

]
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if κ1 > 0, κ2 > 0.

Proof. Using Propositions 2.7, 2.8 and Lemma 2.9, we have, indepen-
dently of the value of γ ∈ {1,−1},

dim kerT (A) =



dimkerQ−,κ1

r =
[κ1

2

]
if ε = 1,

dimkerQ+,κ1
r =

[κ1 + 1
2

]
if ε = −1,

if κ1 > 0, κ2 ≤ 0, and

dimkerT (A) =




dimkerQ−κ1
r + dimkerQ+,κ2

r =
[κ1

2

]
+

[κ2 + 1
2

]
if ε = 1

dimkerQ+,κ1
r + dimkerQ−,κ2

r =
[κ1 + 1

2

]
+

[κ2

2

]
if ε = −1

if κ1 > 0, κ2 > 0. Hence, for any ε ∈ {−1, 1}, if κ1 > 0, κ2 ≤ 0, we
have

dimkerT (A) =
[κ1

2
+
1− ε

4

]

and if κ1 > 0, κ2 > 0, the following holds

dimkerT (A) =
[κ1

2
+
1− ε

4

]
+

[κ2

2
+
1 + ε

4

]
=
1
2
(κ1 + κ2).

The rest of the proof is a consequence of the representation (2.18) and
the description of kerTn∩kerQ± for even n ∈ N, and of kerTn∩kerL±

for odd n ∈ N, given in the proof of Proposition 2.8.

Let us add some comments to the results in the previous theorem. It
is well known that the index of T (A), A ∈ A, is related to the index of
the singular integral operator (without shift) P++AP−, A = π(A), by

(2.33) indT (A) =
1
2
ind (P+ +AP−) =

1
2
(κ1 + κ2),

where κ1 ≥ κ2 are the partial indices of A. By the previous theorem,
we have

indT (A) = dimkerT (A) = (κ1 + κ2)/2 if κ2 > 0,
indT (A) = −codim imT (A) = (κ1 + κ2)/2 if κ1 < 0,
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which means that, in case the partial indices have the same sign, the
(one- or two-sided) invertibility of T (A) follows the same rule as that
of the operator P+ +AP−.

However, if the partial indices have different signs, namely, if the
partial indices of A are equal to +1 and −1, and contrary to what
happens for the operator P+ + AP−, it is still possible that T (A) is
invertible. This can happen because, in such a case, although the
index of T (A) does not depend on the parameter ε, the dimension of
its kernel (and, therefore, also the dimension of its cokernel), depends
on ε. This dependence is such that if ε = −1, the operator T (A) is
noninvertible, whereas if ε = 1 the operator T (A) is invertible. The
following example illustrates the latter situation.

Example 2.11. Let B be either the Wiener algebra or the algebra
of Hölder continuous functions on T, and take for χ (see Definition
2.3 and the remarks after it) the function χ(t) =√α+ t

√
α−, t ∈ T.

According to (2.10), in this case we have χ+ = √
α+, χ+(α) = −χ−1

+

and χ− = √
α−, χ−(α) = χ−1

− . Consider the functional operator

R =
1
2
(χ+ χ−1)I +

1
2
(χ− χ−1)U = χQ+ + χ−1Q−,

to which corresponds the matrix function

R = π(R) =
1
2

(
χ+ χ−1 χ− χ−1

χ− χ−1 χ+ χ−1

)
.

In this case R admits the noncanonical factorization

R = (KS−1Λ1/2
+ ) Λ (Λ1/2

− S)

with Λχ± = diag {χ±, χ−1
± }, Λ = diag {t, t−1}, K = diag {1,−1} and

S =
(

1 1

−1 1

)
. So, according to our notation κ1 = 1, κ2 = −1 and ε = 1.

From Theorem 2.10 and (2.33), we have for the operator T (R) =
P+ +RP−,

dim kerT (R) = indT (R) = 0

and, therefore, T (R) is invertible in Lp(T), p ∈ (1,∞).
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It is possible to give an expression for the inverse of T (R). Introduce
the operators

N± = χ−1
+ P± χ+, K = N+ χQ+ P−,

(note that N2
± = N± and N+ +N− = I). Then the inverse of T (R) is

given by
T (R)−1 = N+ + (R+ (χ− 1)K χ−1Q−)N−.

In the rest of this section, we consider a generalization of the results
obtained so far for the case of more general, not even continuous but
essentially bounded, coefficients a and b of the functional operator A,
given in (1.4). This can be done using the concept of generalized
factorization of 2 × 2 matrix functions (see [14], where the term Φ-
factorization was used, and also [5], for the case of a right factorization).

For p ∈ (1,∞), let q = p/(p − 1). Given a function G ∈ L∞(T)n×n,
n ∈ N, we say that G admits a (left) factorization in (or relative to)
Lp(T) if

(i) G can be represented as

G = G+ diag {tκ1 , . . . , tκn} G−,

where G+ ∈ L+
p (T)n×n, G−1

+ ∈ L+
q (T)n×n, G− ∈ L−

q (T)n×n, G−1
− ∈

L−
p (T)

n×n and κ1 ≥ · · · ≥ κn are integers (they are called the partial
indices of G),
(ii) The operator B acting according to the rule Bϕ = G+P−G−1

+ ϕ is
a bounded linear operator on Ln

p (T).

It should be noted that a continuous matrix function admits a
generalized factorization in Lp(T), p ∈ (1,∞), if and only if it is
nonsingular on T and, in this case, the outer factors of any factorization
of it belong to the space Lr(T), for every r ∈ (1,∞), although they are
not necessarily continuous (see, for instance, [14]). For this reason, if
G ∈ C(T)n×n, we simply talk about a factorization of G instead of a
factorization of G in Lp(T).

Continuing to associate to the functional operator A the matrix
function A given by (2.1) (which of course satisfies (2.2)), following
the lines of the proof of Theorem 2.4, it is not difficult to see that the
following two statements are equivalent: for p ∈ (1,∞)
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(1) A admits a generalized factorization in Lp(T),

(2) A admits a generalized factorization in Lp(T) of the form A =
A+,αRA−,α, where the outer factors in addition to the conditions in
the previous definition also satisfy the invariance relations A±1

+,α =
eA±1

+,α(α)e, A±1
−,α = eA±1

−,α(α)e and R is given by (2.15) (2.16).

Using this equivalence, all the results about the factorization of the
functional operator A and the singular integral operator with shift T (A)
remain valid in this new context if we interpret them in a generalized
sense, that is, all the operators are bounded in a dense subset of Ln

p (T)
and admit continuous extensions to Ln

p (T). In particular, the results
about the kernel of the operator T (A) are the same.

3. Factorization of 2 × 2 matrix functions. In the previous
section we saw that the characterization of a singular integral operator
with the linear fractional Carleman shift (1.1) in what concerns the
Fredholm properties, such as the determination of the dimensions and
basis for the kernel and cokernel of such an operator, is strictly related
to the factorization problem for a 2 × 2 matrix function of the form
(2.1).

One of the purposes of this work is to identify the spectrum of some
integral operators with a Carleman shift. To this end it is essential to
deal with the factorization problem for some 2 × 2 matrix functions.
As is well known, the factorization problem for matrix functions of any
order n ≥ 2 is a very difficult one and, in particular, for the order
2, only for some special classes is the question treatable. Among these
classes we refer to the algebra of the so-called Daniele-Khrapkov matrix
functions, i.e., those 2 × 2 matrix functions G which can be given the
form

(3.1) G = c I + dD, D =
(
0 1
r 0

)
,

where c, d are scalar coefficients belonging to an algebra of continuous
functions on T, r is a fixed rational function without zeros or poles in
T and I is the identity matrix of order 2.

In recent years a series of papers appeared that were devoted to the
factorization problem for Daniele-Khrapkov matrix functions on the
real line (but the results can be transferred to the unit circle). As a
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rule, the methods used to touch on that question highly depend on
the number (and the location) of zeros or poles of the function r. The
simplest case corresponds to the situation where r is itself the square
of a rational function (see [11] and [15]). The first rigorous study
of the class of Daniele-Khrapkov for the case where r is the quotient
of two polynomials of the first degree was done in [18], where the
problem of obtaining a canonical factorization was considered. For the
same case in [12] the factorization problem was solved, including the
determination of the partial indices as well as formulas for the factors
in a factorization (although the Lebesgue space L2 was considered in
[12], the results are also valid for the space Lp, p ∈ (1,∞)). In [1] these
results were generalized for a class of matrix functions of order greater
than 2 by a different method. In [3] and [4] (see also [2]) the case where
r is a quotient of polynomials of degree two was considered. From these
results we cite a criterion for the existence of a canonical factorization
(both partial indices are zero), formulas for the factors in a canonical
factorization and, with some other restrictions, the determination of
the partial indices. We also refer to [17], which was written already
for the unit circle and the class of matrix functions considered can be
reduced by a rational transformation to the form (3.1). In this paper
an algorithm is present in order to achieve a factorization.

In the first two subsections of the present section we shall consider a
subalgebra of the algebra of Daniele-Khrapkov matrix functions which
is not characterized by any restriction concerning the number of zeros
(equal to the number of poles) of r, but with another kind of restriction
which is more convenient for our purposes. The basic idea is to
use the method developed in [6] (see also [16]), which permits us to
interpret the elements of our subalgebra as continuous functions of a
multiplication operator by a rational matrix function.

The last part of this section is devoted to the factorization problem
for matrix functions belonging to a special class of the subalgebra B2×2

α .
This constitutes a new class of matrix functions which can be factorized
explicitly.

3.1 The algebra A (V). Let V be a 2 × 2 matrix function of the
form

(3.2) V =
(
0 θ1
θ2 0

)
,
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where θ1 and θ2 are the finite Blaschke products

(3.3) θi(t) = ci t
mi

N∏
j=1

t− βi,j

β̄i,jt− 1
,

where |ci| = 1, mi ∈ N ∪ {0}, |βi,j | < 1, i = 1, 2, j = 1, . . . , N .

Now consider in L2
p(T), p ∈ (1,∞), the operator of multiplication on

the left by the matrix function V , which we shall denote by the same
symbol V . It is clear that the following properties for the invertible
operator V hold:

(i) The spectral radius of both V and V−1 is equal to one, in symbols:

rσ(V) = rσ(V−1) = 1,

and

(3.4)

(ii) VP+ = P+VP+, V−1P− = P−V−1P− and VP+ �= P+V .

Let A = A(V) stand for the closed subalgebra of L(L2
p(T)) containing

the identity operator which is generated by V and V−1. Naturally the
elements of A can be seen as 2 × 2 matrix functions. Thus a matrix
function A ∈ A if and only if it has the form

A =
∑
j∈Z

ajVj ,

the series being convergent in the operator norm. It was proved in
[16] that, by virtue of (i) and (ii), there exists a symbol map, i.e., a
continuous homomorphism, ϕ : A → S, where S is a subalgebra of
C(T) (with the supremum norm ‖ · ‖∞), that associates to a matrix
function A the scalar function defined on T by

a(t) =
∑
j∈Z

aj t
j ,

which is called the symbol of A and satisfies ‖a‖∞ ≤ ‖A‖. We shall use
the notation A = a(V) to express the connection between an operator
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in A and the corresponding symbol. This symbol map is such that
A = a(V) ∈ A is invertible if and only if a(t) �= 0, t ∈ T.

Moreover, in the present case (V is the multiplication operator), this
map is even a Banach algebra isomorphism and, since ‖V‖ = ‖V−1‖ =
1, S contains the Wiener algebra W (the Banach algebra of functions
on T which can be expanded into an absolutely convergent Fourier
series, the norm of an element being given by the norm in 61(Z) of its
Fourier coefficients). It is also known that, in the case p = 2, there
holds S = C(T) since V is a unitary operator in L2

2(T) (see [16]).

There are some more special features in the present case. Set

θ = θ1 θ2.

In the next lemma we derive a useful representation for the elements of
A. From now on, we shall use the following notation for the composition
of functions: fh = f ◦ h.

Lemma 3.1. The following assertions are equivalent:

(i) A ∈ A.

(ii) There exist b, c ∈ C(T) such that:

(3.5) A = bθ I + cθ V .

Moreover, if A = a(V) ∈ A, then

(3.6) a(t) = b(t2) + t c(t2).

Proof. Introduce in C(T) the pair Pe, Po of complementary projection
operators defined by

(Pea)(t) =
1
2
(a(t) + a(−t)), (Poa)(t) =

1
2
(a(t)− a(−t)), t ∈ T.

For any a ∈ C(T) we have

a(t) = b̃(t) + t c̃(t), t ∈ T
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with b̃ = Pea and c̃(t) = (1/t)(Poa)(t), t ∈ T. Note that in
this representation both b̃ and c̃ are even functions on T since, for
a(t) =

∑
j∈Z ajt

j , we get

(3.7) b̃(t) =
∑
j∈Z

a2j t
2j , c̃(t) =

∑
j∈Z

a2j+1 t
2j , t ∈ T.

Therefore, we may define b, c ∈ C(T) by

b(t2) = b̃(t), c(t2) = c̃(t), t ∈ T,

and so
a(t) = b(t2) + t c(t2), t ∈ T.

Let A = a(V). Since a ∈ S ⊂ C(T), we can represent it as above.
On the other hand, if we make use of the identity V2 = θI, we have

A =
∑
j∈Z

aj Vj =
( ∑

j∈Z

a2j θ
j

)
I +

( ∑
j∈Z

a2j+1 θ
j

)
V

= bθ I + cθ V .

Reciprocally, suppose that A admits the representation (3.5) where
b, c ∈ C(T). Then b = limn→∞ pn and c = limn→∞ qn (the limits
being taken in the supremum norm) for some polynomials pn, qn in the
variables t and t−1. For each n ∈ N consider the operator

An = (pn)θ I + (qn)θ V = pn(V2) + qn(V2)V ,

where again we have used the relation V2 = θI. We have

‖A −An‖ = ‖(b− pn)θ I + (c− qn)θ V‖
≤ ‖(b− pn)θ‖∞ + ‖(c− qn)θ‖∞,

and, consequently, limn→∞ ‖A − An‖ = 0. Therefore, A ∈ A. More-
over, the symbol a of A is given by

a(t) = lim
n→∞[pn(t2) + t qn(t2)] = b(t2) + t c(t2), t ∈ T,

which completes the proof.
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As a result of the previous lemma, we can interpret the elements of
A as matrix functions belonging to C(T)2×2. In what follows we shall
use the following notation

S2
θ = {(fθ, gθ) ∈ C(T)2 : h(t) = f(t2) + t g(t2), t ∈ T, h ∈ S}.

Suppose that R ⊂ S is a decomposing R-algebra of continuous
functions on T, i.e., the rational functions without poles on T are dense
in R and R = R+ ⊕R−

0 with R = R ∩ C+(T) and R−
0 = R ∩ C−

0 (T),
where C+(T)(C−

0 (T)) is the subalgebra of C(T) consisting of functions
which are holomorphically extendable to the interior of T (exterior of
T and vanishing at infinity). Set R− = R−

0 ⊕C.

We derive a very useful property of the representation (3.5) concern-
ing the subalgebras R±.

Lemma 3.2. Let a± ∈ R±, and let A± = a±(V) ∈ A. Then A±
can be analytically extended to T± and, consequently, A± ∈ C±(T)2×2.
Here T+ = {z ∈ C : |z| < 1} and T− = {z ∈ C : |z| > 1}.

Proof. Let a+ ∈ R+, and let A+ = a+(V) ∈ A. Then, by the previous
lemma, a+(t) = b+(t2) + t c+(t2), t ∈ T, and it is straightforward to
verify that b+, c+ ∈ C+(T). Since θ ∈ C+(T) and θ(T+) ⊂ T+, using
the representation of A+ given in the previous lemma, it follows that
A+ ∈ C+(T)2×2.

Now let a− ∈ R−, and let A− = a−(V) ∈ A. Proceeding similarly,
first we get a−(t) = b−(t2) + t c−(t2) = b−(t2) + t−1d−(t2), t ∈ T,
where b− ∈ C−(T), c− ∈ C−

0 (T) and d−(t) = t c−(t), d− ∈ C−(T).
Alternatively, we can write a−(t) = b+(t−2) + t−1d+(t−2), t ∈ T, with
b+(t) = b−(t−1) ∈ C+(T) and d+(t) = d−(t−1) ∈ C+(T). Using
these representations, we get A− = (b−)θ I + (d−)θ V−1 = (b+)θ−1I +
(d+)θ−1V−1. Since θ−1 = 1/θ is analytic in T− and θ−1(T−) ⊂ T+, it
follows that A− ∈ C−(T)2×2, which completes the proof.

3.2 Factorization for a class of Daniele-Khrapkov matrix
functions. As was done at the end of the previous subsection, suppose
that R ⊂ S is a decomposing R-algebra of continuous functions on T.

At this point we are concerned with the explicit factorization for
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matrix functions of the form

(3.8) A = a1 I + a2 V ,
where (a1, a2) ∈ R2

θ (see the previous subsection for the definition of the
set R2

θ) and V is the rational function defined in (3.2). Matrix functions
of this type belong to the Daniele-Khrapkov class (take c = a1, d = a2θ1
and r = θ2/θ1 in (3.1)) and, moreover, according to Lemma 3.1, they
also belong to the algebra A, introduced in the previous subsection.

The following result is the key to obtaining a factorization of Daniele-
Khrapkov matrix functions of the form (3.8).

Theorem 3.3. Let a1 = fθ, a2 = gθ, and suppose that (a1, a2) ∈ R2
θ.

If the function a ∈ R defined by

(3.9) a(t) = f(t2) + t g(t2), t ∈ T,

does not vanish on T, then the matrix function A in (3.8) admits the
representation

A = A+ VκA−

where A±1
+ ∈ C+(T)2×2 and A±1

− ∈ C−(T)2×2 and κ = indTa.

Proof. As was previously mentioned, the matrix function A belongs
to the algebra A. According to Lemma 3.1, its symbol is the function
a given in (3.9). It is well known (see [16]) that the condition a(t) �= 0,
t ∈ T, is necessary and sufficient for the existence of a R-factorization
of a, i.e., a representation of a as

(3.10) a = a− tκ a+,

with a±1
− ∈ R−, a±1

+ ∈ R+ and κ = indTa.

Since, by hypothesis, a(t) �= 0, t ∈ T, a admits an R-factorization
like in (3.10). Then this factorization of a induces a factorization of
the matrix function A = a(V) in the form
(3.11) A = A+ VκA−, A± = a±(V).
Further, from Lemma 3.2, it follows that

P+A±1
+ P+ = A±1

+ P+, P−A±1
− P− = A±1

− P−,
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which means that the outer factors in (3.11) enjoy the properties of the
outer factors in a factorization of A.

As a consequence, we have

Corollary 3.4. Let a ∈ R be such that a(t) �= 0, t ∈ T. Then the
partial indices of the matrix function A = a(V) coincide with the partial
indices of Vκ, where κ = indTa.

But, actually, much more can be said. In fact, since V is a rational
function, one can obtain not only the partial indices but as well a
factorization of A. In the next proposition we characterize the partial
indices of A.

Proposition 3.5. Suppose that the conditions of Theorem 3.3 are
fulfilled. Then the partial indices of the matrix function A in (3.8) are
given by

κ1 = max
([

κ + 1
2

]
κ1 +

[
κ

2

]
κ2,

[
κ

2

]
κ1 +

[
κ + 1
2

]
κ2

)

κ2 = min
([

κ + 1
2

]
κ1 +

[
κ

2

]
κ2,

[
κ

2

]
κ1 +

[
κ + 1
2

]
κ2

)

where κ = indTa and κ1,2 = indTθ1,2.

Proof. Taking into account that

Vκ =
{
θκ/2 I if κ is even,
θ(κ−1)/2 V if κ is odd,

we obtain the desired formulas.

We can now describe a procedure which permits the construction of
an explicit factorization for a Daniele matrix function of the form (3.8):

1. Construction of an explicit factorization of the symbol a of A,
given in (3.9):

a(t) = a+ tκ a−.
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The factors a± can be calculated by the formula a±=exp(P± log(t−κa)).

2. Finding of the matrix functions A± = a±(V), using Lemma 3.1.
3. Construction of a factorization of Vκ:

Vκ = V+

(
tκ1 0
0 tκ2

)
V−.

This step can easily be performed since V is a simple rational matrix
function (its partial indices were given in Proposition 3.5).

4. Finally a factorization of A is given by

A(t) = (A+V+)
(
tκ1 0
0 tκ2

)
(V−A−).

3.3 A class of matrix functions in B2×2
α . In this part we consider

the factorization problem for 2 × 2 matrix functions belonging to the
algebra B2×2

α of a special nature. The matrix functions we want to
deal with are those elements in B2×2

α for which the coefficients a and
b in (2.1) are such that its difference is invariant for the shift α, i.e.,
a − b = (a − b)α. After a simple normalization, and up to a scalar
function, to this type of matrix function can be given the form

(3.12) A =
(
1− a −a
−aα 1− aα

)
, a ∈ B.

In fact, suppose c, d ∈ B are such that c − d = (c − d)α and consider
the matrix function B given by (2.1) with a and b replaced by c and d,
respectively. Then we have B = (c − d)A, where A is given by (3.12)
with a = −c(c− d)−1.

Matrix functions of the form (3.12) appear in one of the spectral
problems that we shall consider in the next section. Note that the
function d = detA being invariant under the shift α has an even index.

The main result concerning the factorization of matrix functions of
the form (3.12) reads as follows.

Theorem 3.6. Let A be a nonsingular matrix function of the form
(3.12). Also let d = d+t

κd− be a factorization of d = detA, let
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b = (a+ aα)/2, c = (a− aα)/2, decompose c = c++ c− with c± = P±c,
let e± = 2P±(c+d−1

− ) and, for κ > 0, denote by p the polynomial
which contains the first κ terms in the Taylor expansion of e+ in a
neighborhood of the origin. Further, set

F+ =
(
d+ − e+ t−κ −1
d+ + e+ t−κ 1

)
,

F− =
1
2

(
d− d−

2c− − 1 + e−d− 2c− + 1 + e−d−

)
.

Then a factorization of A in the form

A = A+ ΛA−

is obtained as follows:

(i) If κ ≤ 0, then

A+ = F+, Λ = diag {tκ, 1}, A− = F−.

(ii) If κ > 1 and all the derivatives e(j)+ , j = 1, . . . , κ − 1, vanish at
the origin, then

A+ = F+

(
1 0

−p(0)t−κ 1

)
, Λ = diag {tκ, 1},

A− =
(

1 0
p(0) 1

)
F−.

(iii) If κ > 1 and at least one of the derivatives e(j)+ , j = 1, . . . , κ− 1,
does not vanish at the origin, then

A+ = F+

(
1 0

−pt−κ 1

)
P, Λ = diag {tκ−ν , tν}, A− = RF−,

where ν ∈ {1, . . . , κ − 1}, the polynomial matrix function P and
the rational matrix function R can be explicitly determined by the
polynomial p.
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Proof. We start the factorization procedure to obtain a factorization
of A with a very useful observation. Let b and c be as defined in the
theorem, and write A as

A = B C,
where

B =
(
1− b −b
−b 1− b

)
, C =

(
1− c −c
c 1 + c

)
.

Note that d = detA = detB, since det C = 1.

Now a moment of thought reveals that C admits a canonical factoriza-
tion which can be obtained by using the decomposition of c = c++ c−.
In fact, it is easily verified that

C = C+ C− with C± =
(
1− c± −c±
c± 1 + c±

)
.

Further, note that the matrix function B can be diagonalized by means
of a constant matrix. Indeed,

B = S diag {d, 1} S−1 with S =
(
1 −1
1 1

)
.

Therefore a factorization of B = B+ ΛB− is obtained by taking

B+ = S diag {d+, 1}, Λ = diag {tκ, 1}, B− = diag {d−, 1}S−1.

Substituting the factorizations of B and C just obtained in the
representation (3.12), we get

A = B+ ΛB− C+ C−.

Now, observe that E = B−C+B−1
− is a lower triangular matrix function,

E =
(
1 0
e 1

)
with e = 2c+ d−1

− ;

thus, from the decomposition e = e+ + e−, e± = P±e, we obtain a
canonical factorization of E ,

E = E+ E−, where E± =
(
1 0
e± 1

)
.
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So,
A = B+ Λ E+ E− B− C−

and to obtain a factorization of A it remains to factorize ΛE+. We have

(i) If κ ≤ 0, then ΛE+ = Ẽ+Λ, where Ẽ+ =
(

1 0

t−κe+ 1

)
. In this case

a factorization of A = A+ ΛA− is obtained by taking

A+ = B+ Ẽ+
def= F+, A− = E− B− C− def= F−,

and Λ = diag {tκ, 1}.
Now let p be the polynomial defined in the theorem. We have

(ii) If κ > 1 and all the derivatives e(j)+ , j = 1, . . . , κ − 1, vanish at
the origin, that is, if p = p(0) = e+(0), then

Λ E+ = Ẽ+

(
1 0

−p(0)t−κ 1

)
Λ

(
1 0

p(0) 1

)

with Ẽ+ defined as before. Therefore a factorization of A is given by

A+ = F+

(
1 0

−p(0)t−κ 1

)
, Λ = diag {tκ, 1},

A− =
(

1 0
p(0) 1

)
F−.

(iii) If κ > 1 and at least one of the derivatives e(j)+ , j = 1, . . . , κ− 1,
does not vanish at the origin (in this case, p is not a constant), we have

(3.13) Λ E+ = Ẽ+

(
1 0

−pt−κ 1

) (
tk 0
p 1

)
,

where the product of the two first left factors on the righthand side as
well as its inverse belong to C+(T)2×2. So it remains to factorize the
polynomial matrix function on the righthand side. This can be done by
considering the partial fraction decomposition of the function r = tκ/p:

r = p0 + r1 r
−1 = p0 +

1
p1 + r2 r

−1
1

= p0 +
1

p1 + 1
p2+···

,
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where the pj are polynomials and the rj are rational functions. From
this representation it is possible to obtain explicitly a factorization of
the right factor in the righthand side of (3.13) in the form

(
tκ 0
p 1

)
= P diag {tκ−ν , tν}R

for some ν ∈ {1, . . . , κ− 1} and P,R with the properties mentioned in
the theorem (see [14] for the details). Therefore, in this case, we end
up with a factorization of A as follows:

A+ = F+

(
1 0

−pt−κ 1

)
P, Λ = diag {tκ−ν , tν},

A− = RF−.

Let us now talk about the generalization of the results obtained in
this section for the case of more general matrix functions.

In principle, the results obtained in subsections 3.1 and 3.2 cannot
be further generalized by this method. The main reason for this is
that, with the operational calculus considered, in terms of powers
of a multiplication operator by rational functions, we can only get
continuous matrix functions.

The result in subsection 3.3 (Theorem 3.6) can be generalized directly
to the case where the coefficient a in (3.12) belongs to L∞(T) with a
little change in its formulation. As remarked before, in the case where
a ∈ C(T) the function d = detA being nonsingular on T admits
a factorization in every Lp(T) with p ∈ (1,∞) and its factors do
not depend on the value of p. On the contrary, if we suppose that
a ∈ L∞(T), then Theorem 3.6 remains valid for each p ∈ (1,∞), that
is, it gives a factorization of A in Lp(T) if we know a factorization of d
in Lp(T). Thus, in this case, the existence of a factorization depends
on the value of p and, if it exists, the factors can vary with p.

4. Spectrum problems. In this section we make use of the results
in the previous sections to describe the spectrum of some singular
integral operators with a Carleman linear fractional shift.

We shall use the following notation. If A : Lp(T) → Lp(T) is a
bounded linear operator, then by σLp

(A) we denote the spectrum of A
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in the algebra L(Lp(T)). By σ
(e)
Lp
(A) ⊂ σLp

(A) we denote the essential
spectrum of A, i.e., the set of those λ ∈ C for which Aλ = A − λI is
not a Fredholm operator in Lp(T).

Let us mention that, apart from the essential spectrum which was
characterized in [13] (see also [8]) very little is known about the
spectrum in Lp(T), p ∈ (1,∞), of an operator involving the three
canonical operators: multiplication, shift and singular integral operator
with Cauchy kernel. In fact, to the authors’ knowledge, only in the
very special case of an operator of the form χU S, where χ is the
characteristic function of an arc of T, the spectrum is known (see [7]).

We start the analysis of spectrum problems by considering, in the
space Lp(T), p ∈ (1,∞), operators of the form

T (1) = a I + b U S = (a I + b U)P+ + (a I − b U)P−.

We have

Proposition 4.1. Let θ1 be a Blaschke product of the form (3.3),
θ2 = (θ1)α and θ = θ1θ2. Suppose that a, b ∈ C(T) are such that

(4.1) a = fθ, b = θ1 gθ,

let γ be the function defined on T by

(4.2) γ(t) = f(t2) + t g(t2)

and put Γ = im γ = {µ ∈ C : µ = γ(t), t ∈ T}. Then

σLp
(T (1)) = σ

(e)
Lp
(T (1)) = Γ.

Proof. For any λ ∈ C, we have

T
(1)
λ = A+

λ P+ +A−
λ P−, with A±

λ = (a− λ)I ± b U.

Put ∆±
λ = (a − λ)(aα − λ) ± b bα. It is well known that a necessary

and sufficient condition for T (1)
λ to be a Fredholm operator in Lp(T) is
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that ∆−
λ does not vanish on the unit circle. Supposing that this is the

case, we may write

T
(1)
λ = A+

λ (P+ + CλP−), with Cλ = (A+
λ )

−1A−
λ = ∆λ I +∇λ U,

where ∆λ = ∆+
λ /∆

−
λ and ∇λ = −2(aα − λ)b/∆−

λ . We have (note that
(∆λ)α = ∆λ)

Cλ = π(Cλ) =
(

∆λ ∇λ

(∇λ)α ∆λ

)
.

If we suppose that the conditions in (4.1) are fulfilled, then Cλ takes
the form

Cλ = (f̃λ)θ I + (g̃λ)θ V ,
where V is the matrix function given in (3.2) and

f̃λ(t) =
(f(t)− λ)2 + t g2(t)
(f(t)− λ)2 − t g2(t)

,

g̃λ(t) = − 2(f(t)− λ)g(t)
(f(t)− λ)2 − t g2(t)

, t ∈ T.

Introduce the function cλ, defined on T by

(4.3) cλ(t) = f̃λ(t2) + t g̃λ(t2).

A straightforward computation yields

(4.4) cλ(t) =
γ(t)− λ

γ(−t)− λ
, t ∈ T,

where γ is the function defined by (4.2). Setting Γ = {µ ∈ C : µ =
γ(t), t ∈ T}, we find that for λ /∈ Γ, cλ is a well-defined continuous
function on T which does not vanish. According to Lemma 3.1, if
λ /∈ Γ, then Cλ ∈ A and cλ is its symbol. In the notation introduced in
Section 3 we have (1− λ−1f, λ−1g) ∈ S2

θ.

Let λ /∈ Γ. Since cλ does not vanish on T, the matrix function
Cλ admits a factorization in Lp(T). Now from (4.4) it follows that
cλ(t)cλ(−t) = 1, t ∈ T, and, consequently, κλ = 0. But then Cλ

admits a canonical factorization (Proposition 3.5) and therefore, by
Theorem 2.6, T (1)

λ is invertible. On the other hand, if cλ vanishes on
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T, that is, if λ ∈ Γ, then T
(1)
λ is not a Fredholm operator in Lp(T).

Therefore, σLp
(T (1)) = σ

(e)
Lp
(T (1)) = Γ.

Now we consider a general singular integral operator with shift

T (A) = P+ +AP−, A = a I + b U.

We have

Proposition 4.2. Suppose that the conditions of Proposition 4.1 are
fulfilled by the coefficients a and b, and let γ and Γ be, respectively,
the function and the curve as defined there. In addition, for any
λ ∈ C \ (Γ ∪ {1}), let cλ = λ − γ, κλ = indT cλ and put Ω = {µ ∈
C \ (Γ ∪ {1}) : κµ �= 0}. Then

σLp
(T (A)) = Ω ∪ Γ ∪ {1}, σ

(e)
Lp
(T (A)) = Γ ∪ {1}.

Moreover, for any λ ∈ Ω, T (A)λ is a one-sided invertible operator,
which is left or right invertible according to κλ < 0 or κλ > 0,
respectively, with

indT (A)λ = κκλ, κ = indTθ1.

Proof. It is clear that λ = 1 belongs to σ(e)
Lp
(T (A)), since T (A)−I has

an infinite dimensional kernel. So for the rest of the proof we suppose
that λ �= 1. We have

T (A)λ = (1−λ)[P+ + (1−λ)−1CλP−] with Cλ = [(a−λ)I + b U ].

According to the results in Section 2 the Fredholm properties of this
operator are determined by the factorization properties of the matrix
function

Cλ = π(Cλ) =
(
a− λ b
bα aα − λ

)
.

If we suppose that the conditions in (4.1) are fulfilled, then Cλ takes
the form

Cλ = (fθ − λ)I + gθ V ,
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where V is the matrix function given in (3.2) with θ2 = (θ1)α. There-
fore, according to Lemma 3.1, Cλ ∈ A and its symbol is the function cλ
defined on T by cλ = γ − λ, where γ is defined by (4.2).

If cλ does not vanish on T, that is, if λ /∈ Γ, then Cλ admits a
factorization in Lp(T) and, using Proposition 3.5, we find that its
partial indices κj = κj(λ) are equal and are given by

κj = κκλ, where κ = indT θ1, κλ = indT cλ.

Since κ > 0, if κλ = 0, then Cλ admits a canonical factorization and,
therefore, by Theorem 2.6, T (A)λ is invertible. If κλ �= 0, then Cλ

admits a noncanonical factorization and, therefore, by Theorem 2.6,
T (A)λ is only a one-sided invertible operator. Using Theorem 2.10 we
have

indT (A)λ = κκλ =
{
dim kerT (A)λ if κλ ≥ 0,
−codim imT (A)λ if κλ < 0.

If cλ vanishes on T, that is, if λ ∈ Γ, then T (A)λ is not a Fredholm
operator in Lp(T). So σ

(e)
Lp
(T (1)) = Γ ∪ {1}.

In the spectral problems considered above we made some restrictions
on the coefficients of the functional operator A which appear in the
singular integral operator with shift T (A) under consideration. These
restrictions are such that the factorization problem for the correspond-
ing matrix function A = π(A) can be solved. In some cases it is possible
to consider general coefficients if there are already methods available
to perform the factorization of the matrix function A. The following
example fits into this category.

Let Q+,1 be the projection operator in Lp(T), p ∈ (1,∞), defined by
(2.29) with n = 1 and consider in Lp(T) operators of the form

T (2) = aQ+,1 P−

with a ∈ C(T). We have

Proposition 4.3. Let b = (a + aα)/2, c = (a − aα)/2 and, for
λ ∈ C \ {0}, let dλ = 1− (b/λ). Set Γ = {µ ∈ C : µ = b(t), t ∈ T} and
Ω = {µ ∈ C \ (Γ ∪ {0}) : indT dλ �= 0}. Then

σLp
(T (2)) = Ω ∪ Γ ∪ {0}, σ

(e)
Lp
(T (2)) = Γ ∪ {0}.
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Proof. It is clear that λ = 0 belongs to σ(e)
Lp
(T (2)). So in the rest of

the proof we suppose that λ �= 0. We have

T (A)λ = −λ[P+ + CλP−] with Cλ =
(
1− a

2λ

)
I − a

2λ
α−1

+ U

and

(4.5) Cλ = diag {1, α+}Aλ diag {1, α−1
+ },

where

Aλ =


 1− a

2λ
− a

2λ
−aα

2λ
1− aα

2λ




belongs to the class considered in Theorem 3.6. Here we shall use
the conventions about the notation introduced in that theorem and
set xλ = x/λ if x ∈ {a, b, c, d, e}. We have dλ = det Cλ = detAλ =
1− (a+ aα)/2λ = 1− (b/λ) = 1− bλ. Therefore, if dλ vanishes on T,
that is, if λ ∈ Γ, then Cλ is singular and, consequently, λ ∈ σ

(e)
Lp
(T (2)).

Suppose that λ /∈ Ω ∪ Γ ∪ {0} and let dλ = dλ−dλ+ be a canonical
factorization of dλ. According to Theorem 3.6, Aλ also admits a
canonical factorization, Aλ = Aλ+Aλ−. Consequently, to obtain a
factorization of Cλ it remains for us to consider the influence of the
multiplication on the right of the factor Aλ− by the matrix function
diag {1, α−1

+ }. From Theorem 3.6, we have

Aλ− =
1
2

(
dλ− dλ−
fλ− 2 + fλ−

)
,

where fλ− = 2cλ− − 1 + eλ− dλ−.

Let us note that the function dλ is invariant for the shift α and this
property also holds for the factors of its canonical factorization. From
this one easily concludes that d−(∞) = d−(t0), where t0 = 1/β̄ (the
point where α+ has a pole). Now we can consider the factorization of
the matrix function Aλ−diag {1, α−1

+ }. The following conclusions hold:
(i) If fλ−(t0) = 1, then Aλ−diag {1, α−1

+ } admits a noncanonical
factorization with partial indices +1 and −1 given by

Aλ−diag {1, α−1
+ } =M+diag {t, t−1} Ãλ−
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where

M+ =
1
2

(
1 0
k1 α−1

+

)
,

Ãλ− =
(

t−1dλ− t−1α−1
+ dλ−

t α+(fλ− − k1dλ−) t(2 + fλ− − k1dλ−)

)

for k1 = d−1
λ−(t0) (note that fλ−(∞) = −1 and so 2+ fλ−− k1dλ− → 0

as t→∞).

(ii) If fλ−(t0) �= 1, then Aλ−diag {1, α−1
+ } = N+Âλ− is a canonical

factorization, with

N+ =
1
2




t

k2
−α−1

+

k1

k2
t+ 1 −k1 α+




Âλ− =
(

fλ− − k1dλ− α−1
+ (2 + fλ− − k1dλ−)

α+

k2
[t fλ− − (k1t + k2)dλ−]

t

k 2
[(2 + fλ− − k1dλ−) − dλ−]

)
,

where k1 is defined as before and k2 is chosen so that tfλ− − (k1t +
k2)dλ− → 0 as t→ t0, yielding k2 = k1t0(fλ−(t0)− 1) = t0[2(cλ−(t0)−
1)d−1

λ−(t0) + e−(t0)].

For the matrix function Cλ we have:

(i) If fλ−(t0) = 1, then Cλ admits the noncanonical factorization

Cλ = [diag {1, α+}Aλ+M+] diag {t, t−1} Ãλ−.

(ii) If fλ−(t0) �= 1, then Cλ admits the canonical factorization

Cλ = [diag {1, α+}Aλ+N+] Âλ−.

As an immediate consequence, by Theorem 2.6, T (2)
λ is invertible if

fλ−(t0) �= 1. But T (2)
λ is also invertible if fλ−(t0) = 1. In fact, from

the factors of the factorization of Cλ for case (i), we obtain

H = Λ−1
+ C−1

λ+(α) e Cλ+ =
(
1 0
0 −1

)
,
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that is, we haveH = Hε,p with ε = +1 and p = 0 in Proposition 2.2. To
establish this result we have used the following easily verifiable relations

(cλ+)α = −cλ+ − cλ−(t0), (cλ+)α = −cλ− − cλ−(t0),
(eλ+)α = −eλ+ − eλ−(t0) + 2cλ−(t0)d−1

λ−(t0).

Therefore, by Theorem 2.10 and (2.33), T (2)
λ is invertible.

Finally, suppose that λ /∈ Γ ∪ {0}. According to Theorem 3.6, if
λ ∈ Ω, then one of the partial indices of Aλ is positive (negative) and
the other is nonnegative (respectively, nonpositive). Therefore, taking
into account Theorem 2.10 and (2.33), as well as the above conclusion
on the changes of the partial indices by multiplication by the factor
diag {1, α−1

+ }, in this case we have also λ ∈ σLp
(T (2)).

Before ending, let us make some remarks concerning this proposition:

(i) Matrix functions of the form (4.5) were considered in the paper
[2] from the point of view of the existence of a canonical factorization
(they belong to a class which was referred to there as D −N class).

(ii) As we can see from the proof of the previous proposition, for
λ /∈ Ω ∪ Γ ∪ {0}, T (2)

λ provides another example of a singular integral
operator with shift T (A) which is invertible in spite of the fact that the
matrix function A = π(A) does not admit canonical factorization (see
the comments after Theorem 2.10 and Example 2.11).

(iii) With a little extra effort it would be possible to characterize the
dimensions of the kernel and cokernel of T (2)

λ for λ ∈ Ω. This could be
done since we can construct a noncanonical factorization of the matrix
function Aλ (see the proof of Theorem 3.6) and perform operations
similar to those considered in the above proof, to obtain from it a
factorization of the matrix function Cλ.

(iv) Proposition 4.3 maintains its validity for an arbitrary coefficient
a ∈ L∞(T). In fact, as mentioned at the end of Section 3, the
factorization procedure for matrix functions in the class considered
in subsection 3.3 is valid in the context of generalized factorization.
Therefore, in the proof of Proposition 4.3 we only have to substitute
the term “factorization” by the term “factorization in Lp(T).” As
a consequence, if a ∈ L∞(T) the spectrum of the operator T (2) in
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L(Lp(T)) depends on the number p ∈ (1,∞) and so it can be different
for different values of p.

As a final comment to the results given in this section, let us
emphasize that, whenever it would be needed, the resolvent operator
for any of the operators considered can be obtained by the use of the
canonical factorization of the corresponding matrix function.
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3. M.C. Câmara, A.F. dos Santos and M.A. Bastos, Generalized factorization
for Daniele-Khrapkov matrix functions partial indices, J. Math. Anal. Appl. 190
(1995), 142 164.

4. , Generalized factorization for Daniele-Khrapkov matrix functions
explicit formulas, J. Math. Anal. Appl. 190 (1995), 295 328.

5. K. Clancey and I. Gohberg, Factorization of matrix functions and singular
integral operators, Oper. Theory Adv. Appl., vol. 3, Birkhauser, New York, 1981.

6. I.C. Gohberg and I.A. Fel’dman, Convolution equations and projection methods
for their solution, Amer. Math. Soc., Providence, RI, 1974.

7. V.G. Kravchenko, A.B. Lebre and G.S. Litvinchuk, Spectrum problems for
singular integral operators with Carleman shift, Math. Nachr. 226 (2001), 129 151.

8. V.G. Kravchenko and G.S. Litvinchuk, Introduction to the theory of singular
integral operators with shift, Math. Appl., vol. 289, Kluwer Acad. Publ., Dordrecht,
1994.

9. V.G. Kravchenko and A. Shaev, The theory of solvability of singular integral
equations with a linear fractional Carleman shift, Dokl. Akad. Nauk SSSR 316
(1991), 288 292; Soviet Math. Dokl. 43 (1991), 73 77 (in English).

10. N.Ya. Krupnik, Banach algebras with symbol and singular integral operators,
Oper. Theory Adv. Appl., vol. 26, Birkhauser, New York, 1987.

11. A.B. Lebre, Factorization in the Wiener algebra of a class of 2 × 2 matrix
functions, Integral Equations Operator Theory 12 (1989), 408 423.

12. A.B. Lebre and A.F. dos Santos, Generalized factorization for a class of non-
rational 2 × 2 matrix functions, Integral Equations Operator Theory 13 (1990),
671 700.

13. G.S. Litvinchuk, Boundary value problems and singular integral equations
with shift, Nauka, Moscow, 1977 (in Russian).

14. G.S. Litvinchuk and I.M. Spitkovskii, Factorization of measurable matrix
functions, Oper. Theory Adv. Appl., vol. 25, Birkhauser, New York, 1987.



SINGULAR INTEGRAL OPERATORS WITH SHIFT 383

15. E. Meister and F.-O. Speck, Weiner-Hopf factorization of certain non-
rational matrix functions in mathematical physics, Oper. Theory Adv. Appl., vol.
41, Birkhauser, New York, 1989.
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