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SADDLE POINT APPROXIMATIONS IN n-TYPE EPIDEMICS 
AND CONTACT BIRTH PROCESSES 

J. RADCLIFFE AND L. RASS 

ABSTRACT. An «-type epidemic is considered. This model encom­
passes the measles, host-vector, and carrier-borne epidemics, and 
in addition rabies involving several species of animal. The saddle 
point approximation indicates that the asymptotic velocity of pro­
pagation in the deterministic model is the same as the minimum 
velocity, c0, for which wave solutions exist in the deterministic 
model. It also suggests an approximation to the asymptotic expecta­
tion velocity in the stochastic model. 

An «-type contact birth process is also defined. The analogue of 
the McKean connection between the distribution function of the 
position of furthest spread of the infection and the equations for 
the «-type simple epidemic is established. This suggests the asymp­
totic speed of translation of the distribution function is c0. 

1. Introduction. The equations for the spatial spread of a deterministic 
epidemic have been shown to only have wave solutions travelling with 
velocity greater than or equal to a critical velocity c0. This has been 
proved by Atkinson and Reuter [2] for the case of constant infectivity 
with removals; and by Diekmann [4] for a more general model in which 
infectivity is allowed to vary with the time since infection, instead of 
infected individuals being removed at a steady rate. Use of the saddle 
point approximation, (Daniels [3]), indicates that the asymptotic velocity 
of propagation of infection in this model is in fact c0. This has been 
proved rigourously by Aronson [1], Diekmann [5] and Thieme [11]. The 
saddle point approximation gives the correct velocity of propagation 
using a comparatively simple method. 

Let St be the position of the furthest spread of a one-type contact birth 
process. It is stated in Mollison [7] that y(s, t) = P(St > s) satisfies the 
deterministic simple epidemic equations. It then follows that y(s, t) 
propagates with speed c0, where c0 is the minimal possible speed at which 
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wave solutions exist to the deterministic equations for the simple epidemic. 
A deterministic model has been formulated in Radcliffe and Rass [9] 

to describe the spatial spread of an epidemic involving « types of individ­
ual. This model encompasses the measles, host-vector and carrier-borne 
epidemics, and in addition rabies involving several species of animal. It 
also includes models where some of the population have been vaccinated 
against the disease; the vaccination not conferring complete immunity. 
It was shown that the main results for the measles epidemic, concerning 
the existence, uniqueness and non-existence of wave solutions for dif­
ferent speeds, are still valid for this more general model. 

In the present paper we formulate a deterministic model with constant 
infectivity and removal, to describe the spatial spread of an «-type epi­
demic. The asymptotic velocity of propagation of infection for this model 
is investigated. Use of the saddle point approximation indicates this to be 
the minimum velocity, c0, at which wave solutions exist to the determinis­
tic model. An «-type contact birth process is also defined. The analogue 
of the McKean connection between the distribution function of the 
position of furthest spread of the infection and the equations for the 
«-type simple epidemic is established; this suggests that the asymptotic 
speed of translation of this distribution function is c0. We hope to pursue 
the approach of Aronson [1] and Diekmann [5], for the more general 
model of the epidemic in which the infection rate varies with the time 
since infection, in a subsequent paper. This would give a rigorous proof 
of these results for the deterministic «-type epidemic and the «-type 
contact birth process. 

In the final section, we look briefly at a model for the «-type stochastic 
epidemic; and show that c0 is also an approximation, possibly rather 
crude, for the asymptotic expectation velocity of this model. 

2. The deterministic epidemic. In our paper Radcliffe and Rass [9], we 
formulated an «-type deterministic epidemic based on the one-type model 
analysed by Diekmann [4]. Here we consider an «-type version of the 
two-type model 1 of Radcliffe, Rass and Stirling [10]. 

Consider « populations of uniform densities on the real line R, each 
of which consists of susceptible, infectious and removed individuals. 
Denote the proportions of susceptible, infectious and removed individuals 
in the i-th population at position s and time t by xt(s, t), y^s, t) and zfa1), 
(/ = 1, . . . , «), respectively; so that xfa t) + y fa t) + zfa t) = I. The 
density of individuals in the i-th population is a{. Let X{j be the rate of 
infection of susceptible individuals in population i by infectious individuals 
in population j . The contact distribution representing the distance r over 
which infection occurs has density p0{r). The removal rate for infectious 
individuals in population i is /^. 
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The epidemic occuring over all real t is described by the equations 

dx;(s, t) _ 

(1) 

dt 
= -Xi(s, t) 2] hjGj \ Pi,{r)y,{s - r) dr, 

7=1 J - ° ° 

dyf; ° = X&, t) ± X{fij ̂ JiAÒyA* -r)dr- M,.yi(s, t), 

In the tail of the epidemic, making the assumption that X;(s, t) = 1 it 
is seen that the y{(s, t) approximately satisfy the equations 

(2) ^ 4 ^ = J hfli Y_Jik)y^-r, t) dr-iuyfa t\ for /= 1,. . . «. 

3. The n-type contact birth process. Consider an «-type contact birth 
process, where the probability that a type i individual has a type y offspring 
in the time interval (t, t + 5t) is X^jöt + o(ôt). If S is the distance of the 
offspring of type j from a parent of type i, then S has density Pa{s). Let 
Xm(t), m = 1, 2, . . . , be the position of all individuals of a specific type k 
at time t. Let U(t) = maxmXm(t) and 

zt-(s, t) = P(U(t) _ s I one type / individual at time / = 0). 

In this section we obtain equations satisfied by y{(s, t) = Ì — z{(s, t). 
These are shown to be identical to a special case of the equations for the 
model for the spatial spread of the deterministic «-type simple epidemic 
considered in §2. This result was noted for the one-type epidemic by 
Mollison [7]. 

Let 

/ ( * ) = |o i f , < 0 , 

then zfa t) = E[Umf(s - Xm(t))]. 
Consider the birth of the first offspring. Let T be the time of birth of 

the first offspring and y be its position. Take F to be a random variable 
such that V = j if the offspring is of type j . Then T has density fT(t) = 
ai e~ai\ (0 < t < oo), where at = E"=i Af-y and P(V=j) = A.-y/a,-, for 
7 = 1 , . . . , « . 

£ [IT As - XJt)) \T=t1,Y = y,V = j] = z{(t - tl9 s) Zj{t -h,s- y). 
m 

ThenE[\\mf(s - Xm{t))\T= fj = z,(f - ^ s)I]7=1(A,7/a,) £ 1 * / ' - h, 
s - y)Pi,{y)dy. Now z,(*, 0 = dih P(T > t)f(s) + ft a,- e~<^E[Um f(s-
XJf)) \T=h] dh, where 
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* = J 1 Ìf/ = *' 
'* 10 if I * Jfc. 

Thus e«*z,-(j, 0 = J«/fr) + JÓ «"***(*, 7) S«U Xa ^ z / j - 7, z)piJ(y)dy dr. 
Differentiating with respect to / we obtain the equations 

^ # ^ = zfa t) £ Xu f" zj(s-y, t)Pa{y) dy-aM*, 0, (' = 1, • • •, ")• 

Let >>,•(•*> 0 = 1 — z i fe ' ) • Then, 

(3) ^ ̂ = (1 - J , ( J , /)) J Xu f °° J/C* - r, t)Pi]{r)dr, (i = 1, . . . , it). 
y=l J —oo 3? 

Note that these equations are identical to equations (1) with jut- = 0 and 
GÌ = 1 for all /. This establishes the McKean connection. 

If instead of using U(t), the furthest spread of a specific type of indi­
vidual, we use the furthest spread of all individuals, we obtain exactly the 
same equations. 

In the tail of the process, yt-(s, t) is approximately zero. Hence in the 
tail, y{(s9 t) should approximately satisfy the equations, 

(4) ^ r 1 = È *"r~JÂS ~r't)PiÂr) dr>(i = u • ' •'n)-
4. Properties of a class of matrices and the roots of equations. In this 

section we first set up some notation and definitions, which are the same 
as those used in Radcliffe and Rass [9]. We then state two lemmas, the 
first of which is proved in Dieudonné [6, p. 248] and the second of which 
is proved in Radcliffe and Rass [9, lemma 1]. 

Let B = (btj) denote a matrix with (/,y)-th element btJ. The /-th element 
of a vector a is denoted by {a},-. We denote a vector with all zero elements 
by 0 and one with all its elements unity by 1. Inequalities between matrices 
imply the corresponding inequalities between the elements of the matrices. 

A matrix is said to be non-negative if all its elements are real non-
negative. It is said to be finite if all its elements are finite. A square matrix 
B = (btj) is said to be non-reducible if for every / ^ j there exists a 
distinct sequence ih ..., ir with ix = i and ir = j such that bivi x ^ 0 
for s = 1, . . . , (r — 1). Otherwise B is called reducible. When B is a 
non-negative, finite square matrix we define p(B) to be the maximum of 
the moduli of the eigenvalues of B. We define p(B) = oo when B is a 
non-negative, non-reducible square matrix with at least one infinite ele­
ment. This is merely a notational convenience. 

LEMMA 1. (Continuity of the roots of an equation as a function of param­
eters). Let A be an open set in C, Fa metric space, f a continuous complex 
valued function in A x F, such that for each atF, z -+f(z, a) is analytic 
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in A. Let D be an open subset of A, whose closure D in C is compact and 
contained in A, and let a* e F be such that no zero off(z, a*) is on the 
frontier ofD. Then there exists a neighborhood Wofa* in F such that: 

(i)for any aeW, f(z, a) has no zeros on the frontier of D; 
(ii) for any a^W, the sum of the orders of the zeros off(z, a) belonging 

to D is independent of a. 

LEMMA 2. The class & of non-negative, non-reducible, finite square 
matrices has the following properties: 

(i)IfBe& then p(B) is a simple eigenvalue ofB. When B is not the zero 
matrix of order 1 then p(B) > 0. Corresponding to p(B) there exists a 
positive left eigenvector u' > 0', which is unique up to a multiple. 

(ii) / / B e J 1 , then p(B) increases as any element of B increases. 
(iii) For any matrix B = {bi}) of order n in &, and any s = 1, . . . , « , 

i . ^ p ( B ) ^ m a x S ^ . 
« y=i 

(iv) Let C = (Cjj) be a matrix of complex valued elements and C+ = 
(ki/D- if C+ ^ B, where B e f , with strict inequality for at least one 
element, then for any eigenvalue fxofQ, \[x\ < p(B). 

(v) When Be & is of order n > \, and B* is any k dimensional principal 
minor ofB, where k < n then p(B*) < p(B). 

(vi) Define the adjoint of a square matrix of order 1 to be the identity 
matrix of order 1. Then for any Be&, 

Adjßl-B)>0, for X^p(B); 

\a - B| > 09forX > p(B); 

\Xl - B| =0,forX = p(B). 

(vii) IfB e (% is of order n > 1 andB* is any (AI — 1) dimensional principal 
minor ofB, then \Xl - B| < Ofor p(B*) < A < p(B). 

(viii) When B(0) = (bo(0)) e & and the £,/(0) are continuous functions 
of '0 for 0i < 0 < 02, then p(B(0)) is a continuous function of 0 within this 
range. If \imeieiB(0) exists and is non-reducible then \\mdieip(B(0)) = 
p(\imdieiB(0)). A similar result holds as 0 | 02. 

(ix) Let B(0) = (bo{0)) 6 (% and its entries be continuous functions of 0 
for 0eA. There is a left eigenvector u'{0) corresponding to p(B(0)) with n-ih 
entry unity, such that {u(0)}z is a continuous function of 0 for i = 1, . . .,n 
and 0eA. 

5. The critical velocity. Define P(A) = (P,7(A)) and A(X) = (Aa(X)) 
where Pa(X) = £ . e* Pijir) dr and A7(A) = Xa ^ er»eri" dt = Xa(X + 
/ij)-K Let Va{X) = 0jPiAX)Aij(cX) and Y(X) = (VU(X)). We restrict our 
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attention to the case when .4(0) is non-reducible, so that V(0) is non­
reducible. Note that p(Y(0)) does not depend on c. 

It was shown in Radcliffe and Rass [9] that wave solutions to equations 
(4) do not exist for any speed c> 0 if p(Y(0)) ^ 1. If /?(V(0)) > 1 then 
wave solutions are only possible for some positive speed if ptj(r) = 0(e~ôr) 
as r -* oo for some positive real <5, all i, j . In this case let Av.. = sup {A e 
R: VijiX) < oo} = sup{AeR: P0(X) < oo} and Av = min,-y AVij. 
Then wave solutions exist for some speed c > 0 and a critical speed of 
propagation cQ was defined to be cQ = inf{c e R+: p(V(X)) < 1 for some 
A e (0, Av)}. From the results in our paper [9], this is easily seen to be 
equivalent to c0 = inf{c e R+: p(Y(X)) = 1 for some A e (0, Av)}. If c0 = 
0, then it was shown that wave solutions exist for all speeds c > 0. If 
c0 > 0, wave solutions exist for all speeds c ^ c0. No wave solutions 
exist for speeds c such that 0 < c < c0. 

For the model of §2 an explicit expression for c0 exists. Let f(X) = 
{p(K(X)) - /i}/A, where K(A) = (K,7(A)) and tf,7(A) = ajX^P^X) + 
dijifjL — fit) and /i = max(^1? . . . , jun). Observe that Ka(X) is finite for 
all i, j and A e R such that 0 ^ X < Av. 

LEMMA 3. The critical speed of propagation for the deterministic epidemic 
is given by c0 = max(inf^ (0, Av) /(A), 0). 

PROOF. Let Q(A) = (Ô,7(A)) where Q0{X) = ÖVA,7P,7(A). Let F(A) = 
d i ag l i + cA, . . . , fin + cX). Then V(A) = Q(A) (FU)}-*. 

Consider any c > 0 such that there exists a A such that p(V(X)) = 1. 
Since V(A) is non-negative, from lemma 2(i) there exists a u > 0 such 
that u'(V(A) - I) = 0'. Hence u'(Q(A) - F(A)) = 0'. Let D = diag(^ - /il9 

. . . , // - /iw). Then K(A) = Q(A) 4- D, and K(X) is non-negative. Also 
u'(K(A) - (cA + //)I) = 0'. 

From lemma 2(i), since u' > 0', (cA + //) = p(K(A)). Hence c = /(A). 
We may reverse the steps so that for any X such that f(X) > 0, then 
p(V(A)) = 1 for c = f(X). Hence the critical velocity cQ is given by cQ = 
max(inf^(0, jF)/(A), 0). 

6. The analyticity and convexity of p(K(A)). So far p(K(A)) has been 
defined for X real such that 0 ^ A < Av. In order to use the saddle point 
approximation in §8, it is necessary to extend the definition of p(K(A)) to 
a region about the interval (0, Av) of the real axis. We then show that 
p(K(X)) and E(A), the idempotent corresponding to p(K(X)) in the spectral 
expansion of K(A), are analytic in a region of the complex plane about 
(0, Ay). 

Consider any real A0 such that 0 < A0 < Av. Let the eigenvalues 
of K(A0) be fil9 . . . , fjim where fxx = p(K(Xo)) and Re(^y) < p(K(X0)) for 
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j> 1. Take e = min((l/2){p(K(A0)) - max(Rew, for j ^ 2)}, (1/2) 
min{|//f. - fij\ for & # //y}). 

From lemma 1 there exists a <?0, with 0 < <?0 < min(A0, Av — 1Q), 
such that, for \1 - A0| < 50, exactly one eigenvalue of K(A) lies in an e-
neighborhood of p(K(l0)) and that is the eigenvalue of K(A) with the 
largest real part. For |A - A0| < <5o> define p(K(A)) to be equal to the 
eigenvalue of K(A) with largest real part. It also follows from lemma 1 
thatlimA_^(K(A)) = p(Ka0)). 

LEMMA 4. For each A e R such that 0 < A < Jv, there exists a neigh­
borhood of 1 in which p(K(X)) and the elements of E(A) are analytic. 

PROOF. We first show that for each real A0 e (0, âv) there exists a 5* > 0 
such that p(K(A)) is differentiate for AeC and |A - A0| < <?*. Define 
p(X) = p(K(l)). Note that from lemma 1, p(X) is a continuous function of 
A for |A — A0| < d0. Hence Adj(p(A)I - K(A)) is a continuous function 
of A for \1 - A0| < do with Ad)(p(A0)I - K(A0)) > 0 by lemma 2(vi). 
Therefore there exists a <5* < <?0 such that Re{Adj(io(A)I - K(A))} > 0 
for JA - A0| < d*. Now for A such that |A - A0| < 5* and */A such 
that | A + <tt - Aol < 5*, | {p(A + </A) - p(A)}I + {p(l)l - K(A)} | = 
~{\p(l + dX)l- K(A + dl)\ - |p(A + </A)I -K(A)|}. 

Let g(6) = \p(l + </A)I - K(A + </A - 0)|. Then g(0) is an analytic 
function of 6. Hence using the Taylor expansion of g(0), 

\{p{X + dX) - dX)}\ + {p{X)\ - K{X)}\ 

= dl 2 % Kiß. + dX) {Ad}(p(X + dX)l - K(X + dXfsu + o(dX) 
' i 

= dXEE KW (Adj(p(A)I - K(A))},7 + o(dX). 
i j 

Now \{p(l + </A) - p(l)}l - fr(A)I - K(A)}| = Ejf=1 fly(A){^(A 4- </A) 
— p(A)}', where the tf/(A), for y = 1, . . . , « , are continuous functions of A 
and aM(A)= 1. Note that a^l) = trace AdJl^A)! - K(A)}. Hence Re(a, (A)) 
> 0 for |A - A0| < <5*. 

Let A(l, dl) = S J=i tfXWpW + dX) - p( W 1 - T h e n lim^->o A(l, dl) = 
tfi(A). Hence, for dl sufficiently small, Re(^(A, dX)) > 0. We can therefore 
write, for dl sufficiently small, 

p{l + dX)-(jl) _ ZSJÇXaHAdJW-gff l}*/ + WWW)) 
dl AQ, dX) 

Hence 

lim P(A + dX> - P(A) - S Z * « W { A d J W - KW}-v 
<M-O <ft trace Adj(p(X)I - K(A) 
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This establishes the existence of p'(X) for a region \X - A0| < 3*. In this 
region 

,m _ zzKimAdKpwi - KW)},y 
p w " trace Ad)(p(X)l - Ktf)) 

Hence p(X) is analytic in a region |A — ^ol < 8*. 
We now prove the analyticity of E(/l). Now p(X) is defined and is an­

alytic in some region \X - X0\ < 5*. Let \'(X) be a left eigenvector cor­
responding to p(X). Note that v'(>0 is unique up to a multiple. We partition 
v'(X) and K(^) so that 

v'(A) = ( y * m v„(*)) and K(X) = (K* (A) ^ W 

Thenv*'(A)(p(A)I - K*(A)) = a'WKW). 
From lemma 2 parts (v) and (vi), \p(X0)l - K*(A0)| > 0, and Adj(p(Xo)l 

- K*(A0)) > 0. Hence there exists a 5, with 0 < <5 < 5*, such that 
IpOOI - K*(A)| * 0 and Re(Adj(^)I - K*(A))) > 0 for \X - XQ\ < 8. 

It then follows immediately that, for \X - A0| < 8, vn(X) # 0. We may 
then consider v'(A) in this region to be that eigenvector with vn(X) = 1. 
Then 

v * , m _ a ' W A d j ( p W I - K * W ) 
(Ä) \p(W-K*(X)\ 

Then the elements of v*'(/l) are the ratios of two analytic functions, with 
the denominators non-zero for \X - X0\ < 8. Hence v'(/l), with rt-th ele­
ment unity, is analytic for \X — X0\ < 8. 

Let w(A) be the right eigenvector corresponding to p(X). Again we may 
take w(A) to have n-th element unity, and establish the analyticity of w(X) 
in a region \X — X0\ < <5i for some 5\ > 0. The proof is identical to the 
proof for v'(A). 

Now E(X) = w(AKW)/M>l)wOO}. By lemma 2(i), v'(X0) and w(A0) have 
positive elements. Hence from the analyticity, and therefore continuity, 
of the elements of v'(/l) and w(/l), there exists a <?2 with 0 < d2 < min(<î, 8{) 
such that v,(A)w(^) # 0 for |A - A0| < <?2- The elements of E(^) are the 
ratios of analytic functions with non-zero denominators, i.e., the elements 
of E(X) are analytic. 

LEMMA 5. p(X) is a convex function of X for 0 < X < Jv. It is strictly 
convex ifPij(s) is symmetric about zero for all i, j . 

PROOF. We first show that for X real such that 0 < X < Av, and \y\ 
sufficiently small such that p(X 4- iy) is defined and analytic, \p(X + iy)\ < 
p(X), for j # 0 . 
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Now \P0{X)\ > \PU(X + iy)\ for y # 0. Therefore Q0{X) è \QitU + 
iy)\, with strict inequality if X{j # 0. 

For Xt, = 0, K0{X + iy) = K„(X). For X0 * 0, 

\Kit{X + iy)\ = | ß , / J + iy) + <ß- pu) 8(j\ 

^ \QM + iy)\ + WM - in)\ 

< Qui)) + S/AM - pu) 
= K0{X). 

Therefore for y ^ 0, if /x is an eigenvalue of K(A + iy), from lemma 2 
(iv), |^| < p(K(A)). Thus |p(A + iy)\ < p(X). 

For A real such that 0 ^ A < Av and >> small with y # 0. 

(5) ipW + (v)l = iW) - (i/2)^2 p W + ( W W + <^3)}1/2. 

In order that |p(A + (y)l < \p(X)\ it is necessary that p"(X) ^ 0, i.e., p(A) 
is convex. 

If the contact distributions are all symmetric about zero, then Kty(0) = 
0 and Kij{X) > 0 for A > 0. Let A be such that 0 ^ A < Av. Now 

n 'm = ^ Ü ^ W A d j ( ^ ) I - K q ) ) 
^ w trace Adj(/o(A)I -K(A)) * 

Since Adj(p(A)I - K(A)) > 0, it follows that p'(0) = 0 and p'(X) > 0 for 
A > 0. Hence from (5) p"{X) > 0 for A real with 0 < A < Av, and p(A) 
is strictly convex for 0 < A < Av. 

The following corollary will be used in §8 to show the existence, for 
each positive s and t, of a unique saddle point of the function Re{p(A)f — 
Xs} on the real axis. 

COROLLARY. If the ptJ(r) are symmetric about zero for all i, j , and the 
limit ofPiJ(X)asX Î Ay.. is infinite for all i,j9 then p{X) is a strictly increasing 
continuous function of A for A real with 0 < A < Ay, with p'(Q) = 0 and 

PROOF. From lemma 5, p'(0) = 0 and p{X) is strictly increasing. The 
continuity follows from lemma 4. It remains to show that lim^ ûv p{X) = 
oo. 

Suppose Ay is finite. From lemma 2 (viii) l im ; î â v p(X) = oo. It herefore 
follows that limX]Jvp'(X) = oo. 

Now consider the case when Av is infinite. Since each Pij(f) is sym­
metric about zero, lim^oojPCA) is non-reducible. Thus by lemma 2 (viii), 
lim^oo^A) = oo. Using l'hôpital's rule, lim^oop(X)/X = iim^^piX). Also 
using this rule, 
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lim P{j{X)IX = lim I re*rPij{r) dr = oo. 

Then p(X)/X = p(K(X)/X) t p(Q(X)/X)9 which tends to infinity as X tends 
to infinity. Hence lim^oo p\X) = oo. 

7. Properties of f(A). The following lemma describes the behavior of 
f(X) for real X such that X e (0, âv\ when p(V(0)) > 1. We define M = 
d i a g l i , . . . , jLin). 

LEMMA 6. If ptj(r) is symmetric about zero with the limit of Pij(X) as 
X î ây.. infinite, for all i, j , and p(V(0)) > 1, then 

(i)f(X) is a continuous function of X, with f(X) > 0 for 0 < X < ay, 
l im^o/W = oo andlimXiAvf(X) = oo, 

(ii) there is a unique real value X in the range 0 < X < Ay such that 
f'W = o. 

PROOF. 

(i) The continuity of f(X) is an immediate consequence of lemma 4. 
We now consider \imnof(X). Suppose that p(V(0)) is finite, and let 

rj = p(V(0)). By lemma 2 (i) there exists a u' > 0' such that u'(V(0) -
7]l) = 0'. Thus u'O^QCO) - M) = 0'. Hence u'O^QCO) + D - //I) = 
0', and so pirj^QiO) + D) = /*. Since 7] > 1, from lemma 2 (ii) p(K(0)) = 
p(Q(0) + D) > pdrKKO) + D) = fi. Hence (p(K(0) - ju) > 0 and 
lim;uo/(A) = oo. 

If limAi0 p(Y(0)) is infinite, then juj = 0 for some/ Since K(X) = Q(X) + 
D, and lim^l0K(/l) = K(0) is finite and non-reducible, Kjj(0) ^ /u for 
some j . If n > 1 then, by lemma 2 (iii), p(K(0)) > Kj/(0) ^ ju. If « = l, 
then p(K(0)) = ^n(O) > p = 0. Hence limAi0/(A) = oo. 

We next show that \imXi^vf(X) = oo. For Av finite, from the corollary 
to lemma 5, limATz/F p(X) = oo. Hence \imXiJvf(X) = oo. For Av infinite, we 
use the result that lim^oo p(X)/X = oo which was obtained in the proof of 
the corollary to lemma 5. Therefore lim^«,/(A) = oo. 

It only remains to show that f(X) > 0 for 0 < X < Ay. We have shown 
that p(K(0)) > [i. From the corollary to lemma 5, p(K(X)) > p(K(0)) > p 
for 0 < X < Ay. The result then follows. 

(ii) From part (i), using the differentiability of p(X), f\X) = 0 for some 
0 <X<Jy.Nowf'(X) = (p'(X) -f(X))/X a n d r à ) = TO) - 2f(X))/X. 
Hence, for any X such that f\X) = 0, f\X) = p"{X)IX, which is strictly 
positive for 0 < X < J^from the corollary to lemma 5. Hence every 
solution tof'{X) = 0 is a minimum. Since f(X) is a continuous function of 
X for 0 < X < Ay, the result follows. 

8. The saddle point approximation. It was shown in §2 that, in the tail 
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of the epidemic, the proportion of infectives in the deterministic model 
satisfy approximately the equations 

(6) &4&A = £ Gjhj J~ yj(s _ r, t)pij{r) dr - wfa t). 

Also equation (3) is a special case of this equation with Oj = 1 and juj = 0, 
(j = 1, . . . , « ) . Thus a study of these equations is pertinent to the models 
considered in this paper. 

We take/?,-y(r) to be symmetric and exponential in the tail for all i andy, 
so that P{j(X) exists for — Av.. < Re A < AVij for some positive AVi. 
Then P(A) = (PtjW) exists and has analytic entries for — Av < Re Ì. < âv. 
We restrict P(A) so that for all i,j, \\mUdv P{j(X) = oo. In addition, for 
any real Oi and 62 with [0l5 62]

 Œ (0> Av), there exists a ktJ(y) with \Po{0 + 
/j>)| ^ fcf70>) f° r all Ö e [0l9 02] and J"^ fcl70>) dy < 00. These conditions 
hold for most common contact distributions. 

Let L/(A, t) = Jü^ eXsyt'(s9 t)ds and {L(A, /)},- = L,-(A, /). From equations 
(6) we obtain 

dLf; °- = i f f M / w , 0 - M.a, 0. 
Hence 

^ g ^ = (Ktf) - /J)L(A> t), 

where ^ = m a x ^ , ..., ftH) and {K(J)},7 = aj^jPoiX) + £•//* - //,-). 
Thus, 

L(A,/) = e (KW)-^'u(A), 

where u(A) = L(/l, 0). Now w,-(̂ ) = {u(X)}t- is
 l n e transform of y{(s, 0), 

which is taken to have finite support. w,-(A) is also assumed to be analytic 
for —00 < Re X < 00. This is certainly reasonable for the models de­
scribed in §2 and 3. Hence u(/l) is bounded for Re X bounded. 

Let L*(A, 0 = L(A, 0 - e~m u(A), where M = diag(//b . . . , ßn). Then 

(7) L(A, 0 = L * a 0 + è e-"*E,*tt), 
7=1 

where E7 has (7, y)-th element 1 and all other elements zero. 
We now prove a lemma to justify the use of the inversion formula for 

L*(^, t). Let |A| denote the matrix with {|A|},7 = |{A}l7|. 

LEMMA 7. For any real 0 such that —Av<0< Av, Lf(X, t) is absolutely 
integrable over the line X = 0 4- iy for — 00 < y < 00. 

PROOF. 
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|L*a 01 = l[Jj(QW - WW -L(-M)wij\]a(A)\ 
oo 5 

s=l J=l 

oo oo 

^ [ S /'( IW) I )y/y! E WY-iUs - j) !] I vQ) I 
oo 

= ^^MQWIg(IQ(A)|)^ |u(A)| /(y + i)! 

^ /^ |QW)k l 9 U ) " | i i (> l ) | . 

Now lim^+oo |Q(0 -+- /y)| = 0 and the elements of \u(X)\ are bounded. 
Thus, for a given f and a real 0 with 0 ^ 0 < Av, e IQ(ö+^' |u(0 + iy)\ has 
bounded elements for — oo < y < oo. The elements of |Q(0 4- iy)\ are 
absolutely integrable over the range — oo < y < oo. It follows immedi­
ately that Lf(l, t) is absolutely integrable over the line X = 0 4- iy for 
— oo < ^ < oo, for each 0 e ( — Jv, âv) and each i = 1 , . . . , n. 

Since {u(yl)}j is the transform of a function with finite support, it follows 
from (7) and lemma 7 that 

y As, t) = A-r J ^ V * ' { L * a t)}{dX + e-"';y,fo 0), 

where j^fo 0) = 0 for |s| sufficiently large. Hence, for any 0 such that 
— ây < 0 < ay* if \s\ is sufficiently large 

(8) J,(M) = ^ r £ ; > - ^ * ( A , o } , - ^ . 

We wish to obtain the speed of propagation in the upper tail, i.e., 
lim^ooS/t, where s is such that $f y{(x, t)dx=7j, for small rj. It is assumed 
that lim^cos/t = / exists and is positive. 

The line of integration of L{(1, t) is taken to pass through the saddle 
point of Rc{p(X)t — As} on the real axis. By the corollary to lemma 5, 
there is a unique value 0(t) such that p(0(t)) = s/t; 0(f) is then the required 
saddle point. Note that 0(f) will tend to a limit 0O as s/t tends to / , where 
p'(0o) = / . For any 0i and 02 with 0 < 01 < 0O < 02 < Av, we can choose 
T such that 0(f) 6 [0l5 02] for f > T. 

If f is sufficiently large, then 

f o o 1 Too fd(t)+i°° 

V = l Jtf*> 0<& = -7̂ -7" I I e-^Lf(A, f) <tt £&. 
J s z?n J s J d(t)-i°° 

Since this is absolutely integrable, we may interchange the order of 
integration and obtain 
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1 f0(*)+i°° 

1 2m h{t)-i°° 

We obtain an approximation to TJ eßt~r{t), where y(t) = p(d{t))t — sO(t), 
for t large, t is taken to be sufficiently large so that 0(0 e [0b 02] <= (0, Av). 
The proof is restricted to the case where K(0O) has distinct eigenvalues. 
This holds for n = 1 and 2, and hence covers the important models for 
the measles, host-vector and carrier-borne epidemics, and measles with 
vaccinated and non-vaccinated individuals. 

THEOREM 1. Suppose that K(0O) has distinct eigenvalues. Given any e>0 
and ö > 0, there exists a T > 0 such that 

\Vevt-rM - -L-e-r<» (d(t)+tô ^{EWui^.eP^^ dX\ < e 
2%l J dit)-id 

for all t > T. 

PROOF. NOW 

' 2iui Jd(t)-ioo L J 

Let 7] eft-r^ = £5 = 1 //, where in the integrals À = 0(0 + iy and 

/ i = -J-, err™ f j - i r ^ ( e K ( ^ _ ^ ( A ) } , rfy, 
27T« J |y|>a 

1 lyl>a 

Ini J lyKa 

^OT J 5<lyl<a 

4 = ~ e-r<» f X-i e-kUe*™ - E(A) e"a><) **X)h dy, and 7* = 
1 lyl<(5 

/5 = J L e ^ " ' f A-1 e-^{E(A) u(A)},- *<»' <fy. 
2^i 

The proof consists of showing that, given any e > 0 and ö > 0, there 
exists an a with a > ö and T > 0 such that |/f.| < e/4, for / = 1, . . . , 4, 
for all t > T. Parts (i)-(iv) consider the integrals \IX\ to |/4| respectively. 

(i) Choose 7\ so that 0(0 is contained in an interval [01? 02] c: (0, Av) 
for all t > Tv In the integrals let X = 0(0 + *y. 

\h\ Û ^ V f er*«™* {|g(QW)+D)' - é»\ HX)\}{dy. 
1%V\ J |yl>a 

It follows in a similar manner to the proof of lemma 7 that 
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IAI ^ ^ V f erP<M»t te«{\Q(X)\e*<*>\t | u (A) |} ,^ , 
Z7UÜI J \y\>a 

where d = max(rf1? . . . , dn), and d{ = {D}zï. 
Let X = 0(t) + iy, with |^| > a and / > 7\. From the conditions on 

11(A) and P(A) there exist u* and ^7(j)such that |i*,-(A)| < w* and ^/(/Ol ^ 
^ 7 ( j ) with Jf ,̂ ktJ(y)dy < 00. If/3 = max,vyiyl>a tf/A/AvO), then for a 
sufficiently large, /3 can be made arbitrarily small. If H is a matrix of unit 
elements then 

00 00 

emu»« = v |Q(^)|* t*lk\ < Y. (ßtH)*/k\ = e* H. 

Hence 

IAI ^ [ « " ^ ^ l e x p K r f + nß- p(ß(t)))t] £ f M * ) dy. 
y=l J lyl>a 

Using the corollary to lemma 5 we obtain 

\h\ ^ [ü*t 1(2x0$ exp[(</ + nß - tfflx))'] S f M t f * • 
y=l J \y\>a 

From lemma 6, p(0{) > ju ^ d, hence for a sufficiently large p(0x) > d + 
W/3. Then there exists an a > 0 and a 72 > Tj such that 1/J < e/4 for 
? > r2 . 

(ii) For t > T2 and a as in (i), we have 

I/2I ^ -^$ i y i < a exp[ - t (p (6 ( t ) ) - /i)] |W,(A)| <fy 

S - f - sup |W,(Ö(0)l exp[- tipiOJ - /.)]. 
^C/ l 0(f) S i f t , 023 

Since p(öi) > /i by lemma 6, there exists a T3 > T2 such that |/2| < e/4 
for f > r3 . 

(iii) For / > r3 , any 5 > 0 and a as in (i); 

I/3I ^ - ~ 4 - f <r-p<'«»{e'™u |n(A)|}, <fy. 

Let tf£(0(O) = suPfcSylÄ I^Xff(r) + (y)|. Then ^ ( 0 ( 0 ) ^ #,7(0(O), with 
equality if and only if Kiß(t)) = 0, i.e., X(j + 5f7(^ - #•) = 0. Hence if 
K*(d(t)) = (Kfj(d(t))\ then p(K*(0(O)) < p(K(0(O)) by lemma 1 (ii). Let 
Kfj = supdit)CELdhd2iKrj(0(t)) and K* = (**). Then 

I/3I ^ ^ - f exp[- / inf p(K(0(t)))] {e™ \u(0(t) + ij,)|}, <fy. 
2>1CUiJö£\y\£a 0(«e[0i,02] 

There exists an M such that {eK*'},7 < M^ (K*^, for /, 7 = 1, . . . , «, 
and t > T3. Hence 
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|/3| g ^ L f exp[*{p(K*) - inf p(K(d(t)))}]dy, 

where u = max, sup w,(A), and the sup is over di ^ Re A ^ 02 and 5 g 
IlmAI ^ a. 

We now show that K* tends to K%(60) as both 0^00 and 02J 0o- 1^/001 
is a continuous function of A for — Jv.. < Re /I < JT/.;., and is therefore 
uniformly continuous in a closed region within this strip. Thus for every 
Ç > 0 there exists a di such that \K0{6 + iy) - K0{dQ + iy)\ < Ç, for 
0 G [0 i ,0 2 ] w i t h loi - Ö2I < ^I and 5 ^ b | ^ a. Therefore ^,7(0 + iy) < 
KijiOo + 0>) + C for all 0 and j ; such that 0X ^ 0 ^ 02 and Ö ^ |j>| ^ a. 
Hence, for all 0 with 0l ^ 6 ^ 02, Kfß) ^ Kf/ßo) + Ç. Therefore it 
follows that Kfj ^ Kfj (00) + C Clearly also Kfj(d0) g Ä$, and thus 
\Kfj - Kfj(00)\ < C for |Ö! - 02| < 5i. Hence for every <j> > 0, there 
exists a <?2 > 0 such that |p(K*) - p(K*(0o))l < (1/2)̂ 6 for |öx - 6\ < ö2. 

Let 0 = {<0(K(0O)) - p(K*(0o))} > 0. Using the continuity of p(K(0)) 
for 0 e [0l5 02] we can choose a T4 > T3 such that 

|infp(K(0(O))-p(K(0o))| < (1/2)0. 
t>Ti 

In addition for t > T4, 0(0 e [01? 02] where |02 - 0X| < <52. Hence |p(K*) -
p(K*(0o))| < (1/2)0. Therefore {inït>Ti p(K(d(t))) - p(K*)} > 0 and it 
immediately follows that |/3| tends to zero as t tends to infinity. Hence 
there exists a T5 > TA such that |/3| < e/4 for t > T5. 

(iv) Let the eigenvalues of K(0O) be p(0o), //2, • • •, fin- Note that K(0O) 
has distinct eigenvalues. Using lemma 1, there exists a ô > 0 and 01 < 
0O < 02 such that K(A) has eigenvalues /^(A) = p(A), /*2(A), . . •, //W(A) which 
are distinct for di < Re /I < 02 and |ImA| < 5. It also follows that 
p(A) -• !o(0o) and ///A) -• juj as A -> 0O. 

We use this ö > 0 in part (iii) to obtain T5. Then we choose T6 > T5 so 
that 0(0 e [0l9 02] for r > r6 . 

Thus for the restricted range of A, 

^KGO* = E(^) ^uu + 2 E/A) ^ U ) <, 

where E/A) = n^ (K(A) -^ (A) I ) /n^XM^) - / "X^) ) , which tends to Ey 

as A -> 0O. In this closed neighbourhood of 0O, E/A) is continuous and 
hence |Ey(A)| ^ Dy, for some Dy,y = 2, . . . , n. 

Now 

IAI ̂  2^4l l y l^
eXp["'WÖ(0) " R e ^ » l {lE^)l luWI}.^ 

^ 2^ -^{»y»} /exp[ - / (p (d (0 ) - /**(0(O))], 



614 J. RADCLIFFE AND L. RASS 

where /u*(0(t)) = maxyè2[suplyl<^{Re(/^(0(O + iy)}]. 
Noe Re(jUj(X)) is a continuous function of A for A = 0(0 + iy with 

|>>| < 5 and t > r5 . Hence for any £* > 0 there exists a 5* > 0 such that, 
for A, A* G [0b 02] and |A - A*| < d*9 IRe^/A)) - Re(/^(A*))| < e*. 
Hence, as in the proof of part (iii), the continuity of sup,y|^Re(/f,-(0(O + 
iy)) is established. It then immediately follows that /^*(0) is also continuous 
for 0 in some small interval containing 0O. 

Since {piß) — /^*(0)} is a continuous function of 0 for 0 in a closed 
interval containing 0O it achieves its inf in this closed interval. This 
inf must then be positive. Hence there exists a T7 > Te such that 
inf,>r>(0(O) - /i*(0(O)} = 7 > °- H e n c e 

lh\ * ^£{D/ah en* for t>T7. 

Therefore |/4| can be made arbitrarily small for t sufficiently large. Hence 
there exists a Ts > T7 such that |/4| < e/4 for / > Ts. 

The theorem then follows taking T > r8. 

We now obtain the saddle point approximation. From lemma 4, p(A) 
and E(A) are analytic in a neighborhood of A = 0o- I n theorem 1 we take 
ô sufficiently small and T sufficiently large so that A = 0(0 + iy lies in 
the region of analyticity for \y\ < ö and t > T. 

Defining ^ to mean Tor / sufficiently large can be made arbitrarily 
close to', the standard saddle point method may be applied. From theo­
rem 1, with A = 0(0 + iy, 

yjeitt-r«) ~±e-T(t) Cô ^{E^MA)} , - e?™*-** dy 

exp[iy p'(d(t))t -(1/2) p\0{t))y*t - iys]dy 

Since 0(0 is defined by p'(0{t)) = s/t, it follows that 

V ellt~m Ä i |^[0(O]-1{E(0(O)u(0(O)}, e x p [ - ( l / 2 ) / p"(6(t))t]dy. 

Hence for t sufficiently large, 

(9) v er'-rto Ä {E(0(O)u(0(O)},/[(2*)1/2 0 ( 0 W ( 0 ) 0 1 / 2 ] -

9. The speed of propagation. We now obtain / = lim,.^ s/t. From equa­
tion (9) it follows that 

exp{(p(0(O) - ii)t - 6{t)s} Ä ^(27r)1/20(O(^(0(O)O1/2/{E(0(O)u(0(O)}r 

Thus 
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A ~ pew» - M _ 1 i n j vQ*y/2<K'WW))t1'21 
f ~~ 0(0 0(0' °ëL {E(0(O)u(0(O)},- -ï 

Therefore ìim^s/t = l i m ^ J l ^ O ) - fAI0(t)]. 
Note that 0(0 is such that s/t = p\d{t)). Now p'{x) is a continuous 

function of x since p(X)\s analytic. Hence lim^«, 0(0 = do, where p'(0o) = 
l inv^ / f . Therefore / = l i m ^ s/t = {̂ (öo) - /i}/0o = p'ißol Now/(0) = 
{p(0) - ß}/6, and / ' (0) = {p'(6) - f(0)}/0. Therefore p\d) = /(0) if and 
only if f'{0) = 0. From lemma 6(ii) 0O is the unique value of 0 such that 
/ ' (0) = 0, and hence / = min^e(o, jy.) /(0). From §5 it therefore follows 
that / = c0. 

For equations (6), this result is exact and is set out in theorem 2. 
However, for the models considered in this paper the results are only 
approximate and are summarized after the theorem. 

THEOREM 2. Let s and 0O be defined as in §8. Suppose the following condi­
tion hold: 

(i) / = lim^oo s/t exists and is positive. 
(ii) K(0O) has distinct eigenvalues. 

(iii) The Pair) are symmetric, and exponential in the tail, for all i and j . 
(iv) For any interval [0l9 02]

 c (0, Av), and for all 0 e [0l9 02], there exist 
kasuell that \Pi;{6 + iy)\ ^ ka(y) an d J5» ka(y)dy < oo. 

(v) Each y{(s, 0) is a function of bounded support, for i — 1, . . . , « . 
The speed of propagation in the tail of equations (6) is c0 = 

mindŒi0i Jv)f(0). This is the minimum velocity for which wave solutions 
exist in the model for the deterministic epidemic. 

Summary. Since equations (6) correspond in the tail to the epidemic 
model of §2 and the contact birth process of §3, this indicates the following 
results : 

(i) The asymptotic velocity of propagation of the spread of infection in 
the deterministic model of §2 is c0. 

(ii) Let Ut(t) be the position of the individual of type i with maximum 
position at time t in the «-type contact birth process of §3. Then y{(s, t) = 
P(Ut(t) > s) has asymptotic speed of translation c0. 

10. The stochastic n-type epidemic. In this section we consider the 
stochastic analogue of the model in §2; which is an «-type version of the 
two-type model of Radcliffe [8]. 

Consider « populations of uniform densities on the real line R, each of 
which consists of susceptible and removed individuals. Let X{{s, t)ds, 
Y;(s, t)ds and Z{(s, t)ds denote the numbers of susceptibles, infectious and 
removed individuals respectively in the interval (s, s + 5s). The density 
of individuals of type / is a{, i.e., a{5s is the number of type i individuals 
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in (s, s + 5s). Let A,-y be the rate of infection of an individual in population 
i by an individual in population/ The contact distribution represents the 
distance r over which infection occurs and has density p0{r). The removal 
rate for infected individuals in the i-th population is //,-. 

More specifically the assumptions regarding infection are taken to be : 
(i) The probability that a specific susceptible in the i-th population in 
(s, s + ds) is infected by a specific infectious individual in they-th popula­
tion in (r, r -f òr) in the time interval (t, t + òt) is X{jPij(s — r)5t -f o(dt). 
(ii) The probability that an infectious individual in population i dies in 
the time interval (t, t + òt) is frot + o(òt). 

We set up equations for the mean distributions which are approximately 
true in the tail of the epidemic. In the tail X{(s, t) is very close to 07, and 
we approximate by letting X{{s, t) remain equal to a{. This makes the 
process multiplicative in the tail, i.e., it is behaving like a position de­
pendent Markov branching process. 

The mean distributions f{(r, t) are such that f{{r, t)ör represents the 
expected number of infectious individuals in (r, r + ör) at time /. These 
then satisfy the equations 

dft(£ ° = -Miffat) + ta^°°_jijpdr-s)fj(s,t)ds,(i = h . . . ,n) . 

Let y{(r, t) be the expected proportion of infectives at position r and 
time t, i.e., y{(r, t) = f;(r, t)\oi, (i = 1, . . . , « ) . Then in the tail of the 
epidemic the yt(r, t) satisfy the equations 

(9) dyft'
l)= -ßiyi{r,t) + Züj^_Jijpij{r-S)y1{s,t)ds,{\=h-..,»). 

These equations are identical to equations (1). This suggests c0 as an 
approximation for the asymptotic expectation velocity for this model. It 
is assumed that the contact distributions are not too spread out so that 
only contributions near the tail, where the approximation is likely to be 
valid, are important. However, even under these conditions it is not 
clear to what extent the approximation is valid. Thus in general c0 may 
only be a crude approximation for the asymptotic expectation velocity. 
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