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CENTRALIZERS IN DIFFERENTIAL, PSEUDO-DIFFERENTIAL, 
AND FRACTIONAL DIFFERENTIAL OPERATOR RINGS 

K. R. GOODEARL 

The size and structure of centralizers in three related types of rings 
arising from formal linear differential operators are studied. Each case is 
built from a coefficient ring R which is a commutative ring equipped with 
a derivation d, to obtain the ring S of all formal linear differential opera­
tors over R, the ring T of all formal linear pseudo-differential operators 
over R, and, in case R is a field, the division ring Q of all fractional linear 
differential operators over R (i.e., fractions of operators from S). The 
main structural results are that in quite general circumstances, centralizers 
in S, T, and Q are commutative. For example, given an operator a in 
S, r , or Q whose order and whose leading coefficient are both non-zero-
divisors in R9 the centralizer of a must be commutative. This result is 
proved first in T (because S and Q are subrings of T), following a method 
introduced by Schur in 1904. As an application, we find exactly which 
differential operators over the ring of complex-valued C°° functions on 
the real line have commutative centralizers. 

The sizes of centralizers are studied relative to subrings built from the 
subring F of constants of R, i.e., elements r e R satisfying d(r) = 0. 
Namely, the centralizer of a differential operator a G S always contains 
the polynomial ring F[a], and the centralizer of a fractional operator 
aeQ always contains the field F(a), while the centralizer of a pseudo-
differential operator aeT with positive order and invertible leading 
coefficient always contains the Laurent series field ^((ör1)). In each case, 
the size of the centralizer of a, relative to the appropriate natural subring, 
is considered for the case when Fis a field. For instance, if R is semiprime, 
a G S is a differential operator of positive order n, and the leading coef­
ficient of a is invertible in R, then the centralizer of a in S is a free F[d\-
module of rank at most n2; moreover, if n is invertible in F, then the 
rank of the centralizer is a divisor of n. Similarly, if R is semiprime, aeT 
is a pseudo-differential operator of positive order n, and n and the leading 
coefficient of a are invertible in R, then the centralizer of a in T is a 
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finite-dimensional field extension of F((cr1)) of dimension a divisor of 
n. The corresponding results for Q are less complete, covering mainly 
the case of a fractional differential operator a = bc~x where b, e e S and 
b, c commute. For example, if b and c have distinct positive orders n and 
k, and n, k, n — k are all invertible in F, then the centralizer of a in Q 
is a finite-dimensional field extension of F(a) of dimension less than 
n + k. 

We present this material in a semi-expository style, for several reasons. 
First, several of the results derived here for differential and pseudo-
differential operator rings have evolved fairly directly from various 
precursors in the literature, as discussed in the introductions to the 
particular sections of the paper. In these cases, we have tried to simplify 
the existing methods and apply them in as wide a context as reasonable. 
Second, the present literature in this area is mostly directed at just one 
of two relatively disjoint audiences, namely differential operator theorists 
and ring theorists, whose vocabularies are developing toward mutual 
unintelligibility. In the interest of trying to preserve a useful line of 
communication, we have aimed at presenting sufficient detail for readers 
of either persuasion to follow. Finally, we wish to bring the historical 
record a little more up-to-date by emphasizing just how far back these 
ideas and methods really originated. In particular, the construction and 
effective use of the formal pseudo-differential operator ring dates back 
to an obscure 1904 paper of Schur, although a number of recent authors 
have re-discovered the technique. This ring construction also appears to 
have some potential as a source of examples of interest to ring theorists, 
hence we have taken care to present the construction in reasonable detail. 

I. Differential operator rings, Part 1. In this section, we investigate the 
sizes of centralizers in rings of formal linear differential operators. The 
commutativity of such centralizers will be considered in §IV, after the 
machinery of the ring of formal linear pseudo-differential operators has 
been developed. 

Specifically, we consider a commutative ring R with no nonzero nilpo-
tent elements, equipped with a derivation d, and we assume that the 
subring F = {r e R \ ô(r) = 0} of constants of R is a field. We construct 
the ring S of formal linear differential operators over (R, <?), and we 
study the centralizer Cs(a) = {b G S | ab = ba} for an operator a e S of 
positive order whose leading coefficient is invertible in R. Then a is 
transcendental over F, and the polynomial ring F[a] is a subring of Cs(a). 
We prove that Cs(a) is a free F[û]-module of finite rank, and good upper 
bounds for this rank are found. Namely, if the order n of a is invertible 
in F, then the rank of Cs(a) as a free F[#]-module is a divisor of n, while 
in general the rank is at most n2. A consequence of the fact that Cs(a) 
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has finite rank over F[a] is that given any b e Cs(a), there exists a non-
constant polynomial q over F in two commuting indeterminates such 
that q(a, b) = 0. 

The pattern of these results was clear starting with the work of Flanders 
[8], who remarked, in the case when R is the ring of complex-valued C°° 
functions on the real line, that Cs(a) must be a free module of finite rank 
over C[a]. This result was transferred to an algebraic setting by Amitsur 
[3], who studied the case when R is a differential field of characteristic 
zero, showing that Cs(a) must be a free F[a]-modu\e of finite rank dividing 
the order of a [3, Theorem 1]. Using Amitsur's method of proof, Carlson 
and the author extended this result to certain commutative differential 
rings (still in characteristic zero) having invertible solutions for differential 
equations of the form d(r) = sr [6, Theorem 1.2]. With a slight change 
of perspective, this differential equation hypothesis may be dropped in 
favor of the algebraic hypothesis of no nonzero nilpotent elements, and 
this is the version of the theorem that we present here. 

In positive characteristic, centralizer results of this type seem not to 
have been studied before. However, a somewhat related result does appear 
in Ore's well-known 1932 paper [20, Satz 3, p. 236]: assuming that R is 
a differential field (of any characteristic), and given an operator a s S of 
positive order n, the vector space 

{c G S I ac = c'a for some e' e S)\{c"a \ e" e S} 

has dimension at most n2 over F. Using this result, we prove that Cs(a) 
must be a free / ^ -modu le of rank at most n2. 

The final result of the section, that commuting pairs of differential 
operators (with at least one of positive order) must satisfy a non-constant 
polynomial in two variables with constant coefficients, goes back to a 
1923 paper of Burchnall and Chaundy [5], who proved the result for 
some unspecified case in which R is a ring of "functions of a single 
variable" [5, pp. 421, 422]. For R the ring of germs of complex-valued 
C°° functions on the real line, this was rediscovered by Krichever [13, 
Lemma 1.5]. A more general case, in which R is a commutative differential 
ring and certain bounds are placed on the dimensions of solution spaces 
of systems of homogeneous linear differential equations in R, was covered 
by Carlson and the author in [6, Corollary 2.3]. 

DEFINITION. A differential ring is a ring R (assumed associative, with 
identity, but not necessarily commutative) equipped with a specified 
derivation d, that is, an additive map 5: R -> R satisfying the product 
rule: d(xy) = d(x)y + xd(y) for all x, ye R. To save naming the deriva­
tion each time we refer to a differential ring, all derivations in this paper 
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will be denoted d. We shall need the fact that any derivation on a ring 
R satisfies Leibniz' Rule: 

for all x, y G R and « G N, which is easily established by induction on n. 
The elements reR such that d(r) = 0 are called constants of R, and the 
collection of these constants forms a subring of R. 

Various ring-theoretic adjectives will be attached to the term "differ­
ential ring" as needed. For instance, most of the time we shall deal with 
a commutative differential ring, meaning a differential ring which, as a 
ring, is commutative. A differential ring which happens to be a field (i.e., 
a commutative division ring) is called a differential field. 

DEFINITION. Given a differential ring R, we form the formal linear 
differential operator ring over R (also called the Ore extension of R), 
denoted R[d; 5], as follows. Additively, R[0; d] is the abelian group of all 
polynomials over R in an indeterminate Ô. Multiplication in R[0; ô] is 
performed by using the given multiplication in R and the obvious rules 
for powers of 0 together with the rule Or = rd + d(r) for all r G R. [This 
is just the product rule in disguise, provided one thinks of these expressions 
as operators acting on the left of elements of R. Thus Or corresponds to 
the operation "multiply on the left by r, then differentiate", rd to the 
operation "differentiate, then multiply on the left by r", and d(r) to the 
operation "multiply on the left by 5(r)".] An easy induction establishes 
a useful analog of Leibniz' Rule : 

for all r e R and n G N. 
Any nonzero operator a G R[0; 5] can be uniquely written in the form 

a = a0 + ax0 + a26
2 + • • • + and

n with the a, G R and an ^ 0. The 
integer n is called the order of a, denoted ord(fl). We also adopt the 
convention that the zero operator has order — oo. [Here we are following 
differential equation terminology; many algebraists prefer to call n the 
degree of a rather than the order.] The element an is called the leading 
coefficient of a. [The leading coefficient of the zero operator is defined 
to be the zero element of R.] The operator a can also be uniquely written 
in the form a = bQ + 0b± + d2b2 + • • • + 0nbn with the b{ G R. In general 
bi 7* a{ for i < n, unless all the coefficients are constants, but bn = a„ 
always. 

DEFINITION. A ring R is said to be semiprime provided R has no nonzero 
nilpotent two-sided ideals. When R is commutative, this happens if and 
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only if R has no nonzero nilpotent elements. In fact, to check that a 
commutative ring R is semiprime, it suffices to show that R has no nonzero 
elements r satisfying r2 = 0. 

DEFINITION. Given a ring S and an element a e S, the centralizer of a 
in S is the set Cs(q) of all those b in S which commute with a. Note 
that Cs(a) is a (unital) subring of S. 

LEMMA 1.1. Let R be a semiprime commutative differential ring, such 
that the subring F of constants of R is afield, and set S = R[0; <?]. Let 
ae S be an operator with positive order n and leading coefficient an, such 
that n is invertibie in F and an is invertibie in R. Let b and c be nonzero 
operators in Cs(a) with orders k and m and leading coefficients bk and cm. 

(a) There is a nonzero constant ßeF such that bn
k = ßak

n, and bk is 
inver tibie in R. 

(b) We have be ^ 0, and ord(bc) = ord(è) + ord(c). 
(c) If k = m, then bk = acm for some nonzero constant a^F. 

PROOF. Write out the operators a = a0 4- aid + • • • + an0
n; b = bQ + 

bid + • • • + bk0
k; c = c0 + Cid 4- • • • + cm0m with coefficients from R. 

(a) Comparing coefficients of 0n+k~l in the equation ab = ba, we find 
that 

nanÔ(bk) + a A - i + an-ibk = kbkö(an) + bkan_i + bk-±an, 

hence nand(bk) = kbkd(an). By assumption, n and an are both invertible 
in R, whence d(bk) = (k/nXöia^a'^bk. Setting ß = b%a~k, we compute 
that 

o(ß) = nbrlÔ{bk)a-k - kbta-k^ô(an) = 0, 

so that ß e F and b% = ßak
n. As bk # 0 and R is semiprime, b% ^ 0, and 

so /3 7* 0. Now ß is invertible (in F, hence in R), and consequently bk is 
invertible in R. 

(b) This follows immediately from (a). 
(c) Set s = {kjn)ö{a^a~l. As in (a), we obtain d(bk) = sbk, and since 

m = k, we obtain 5(cm) = scm as well. Setting a = bkc^, we compute 
that ö(a) = ^ c " 1 - bkc~2scm = 0. Thus a 6 F and Ẑ  = acm; moreover, 
a ^ 0 because ^ # 0. 

THEOREM 1.2. Lef R be a semiprime commutative differential ring, such 
that the subring F of constants ofR is afield, and set S = R[6; 5]. Let as S 
be an operator of positive order n, such that n is invertible in F and the 
leading coefficient of a is invertible in R. 

Let X be the set of those i in {0, 1, . . . , n - \}for which Cs(a) contains 
an operator of order congruent to i modulo n. For each i e X, choose b{ G 



578 K.R. GOODEARL 

Cs(a) such that ord(6,) = i (mod n) and b{ has minimal order for this 
property. [In particular, 0 G X, and we may choose bQ = 1.] 

Then Cs(a) is a free F[a]-module with basis {bt\ieX}. Moreover, the 
rank of Cs(a) as a free F[a]-module is a divisor of n. 

PROOF. For nonzero operators in Cs(a), Lemma 1.1 shows that products 
are nonzero, and that the order of a product is the sum of the orders of 
the factors. In particular, if Y = {ord(c) | c G Cs(a) and c # 0}, then Y 
is closed under addition. Consequently, the set F = {i + nZ\ie Y} is 
a nonempty additively closed subset of the finite abelian group Z/nZ. It 
follows that F must be a subgroup of Z/nZ, and that card(F) divides n 
[see any introduction to group theory]. Since there exists a bijection of 
Zonto Y (given by the rule /*->/ + nZ), we have thus proved that card(T) 
divides n. 

It remains to prove that the b( are linearly independent over F[a], and 
that they span Cs(a) as an jF[tf]-module. 

Suppose that TIÌ^XCÌDÌ = 0 for some c{ G F[a], For each / G X, either 
c{ = 0 or else c£ has order divisible by n, in which case 

ord(crò,) = ord(c,) + ord(bt) = ord(è,) = / (mod n). 

Thus for distinct /, j G X, if ct- ^ 0 and Cj ^ 0, then ord(c^) ^ ord(cjbj) 
(mod n), hence ord(c^) ^ ord(cjbj). Since a sum of nonzero operators 
in S cannot vanish unless at least two of the operators have the same 
order, we conclude that each ctbt- = 0, whence each c{ = 0. Therefore 
the bi are linearly independent over F[d\. 

Let W denote the F[ö]-module spanned by {b{ \ieX}. We show by 
induction on order that any c in Cs(a) must belong to W. If ord(c) = 0, 
then c G R, and c is its own leading coefficient. As Cs(a) also contains 
the nonzero operator b0 of order 0, Lemma 1.1 shows that c = ab0 for 
some a G F, hence c G W. 

Now let c have positive ordery, and assume that W contains all opera­
tors in Cs(a) having order less than j . Some is Xis congruent toy modulo 
n. If m = ord(6,), then m = i = j (mod n), and the minimality of m 
implies that j = m + qn for some nonnegative integer q. We can thus 
construct the operator a«bt-, which lies in Cs(a) and has order y, the same 
as c. According to Lemma 1.1, the leading coefficient of c must equal a 
times the leading coefficient of aib{, for some a G F. Then c — aa^b{ has 
order less than j . Since c — aart; lies in Cs(a), the induction hypothesis 
shows that c — aa^bt- is in W, and therefore e e W. 

This completes the induction step, proving that Cs(a) = W, that is, 
the b{ span Cs(a) as an .F^-module. Therefore {b{ \ i G X) is indeed a 
basis for Cs(a) as a free F[#]-module. 

It is easy to construct examples of the situation analyzed in Theorem 
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1.2 in which Cs(a) has the maximum possible rank as an F[ö]-module, 
namely n. For instance, Cs(d

n) is a free F[On]-modu\e of rank n, with basis 
{ 1 , 0 , . . . , 0W_1}. For a less trivial example, let R be the ring of complex-
valued C°° functions on the open interval (0, 1), with ö being ordinary 
differentiation, and let a = d2 — 2x~2 (where x~2 is of course the function 
x J-* #~~2). Setting b = 03 — 3x~2d + 3x~3, we compute that aè = ba. On 
the other hand, it is easily checked that Cs(a) contains no first-order 
operators. Therefore Cs(a) is a free C[a]-module of rank 2, with basis 
{1, b). This example also shows the necessity of using congruence classes 
of orders in Theorem 1.2. 

For an example with small rank, let R be the ring of complex-valued 
C°° functions on the real line, and let a = 02 4- x. As shown in [6, p. 
346], Cs(a) contains no operators of odd order. [This was proved in­
dependently by M. Giertz, M. K. Kwong, and A. Zettl.] Thus Cs(a) is a 
free C[tf]-module of rank 1 with basis {1}, that is, Cs(a) = C[a]. 

As these examples indicate, it is relatively easy to find examples of 
differential operators whose centralizers have maximal rank, but less 
easy to find and check the details for examples where the centralizer has 
less than maximal rank. In general, we can reduce the upper bound on 
the rank of a centralizer for a differential operator whose leading coef­
ficient fails to have certain fractional powers, as in the following theorem. 
While the method only gives a bound rather than completely specifying 
the rank, it previews the method to be used for the centralizer of a pseudo-
differential operator, where the fractional powers of the leading coefficient 
do specify the rank. 

THEOREM 1.3. Let R be a semiprime commutative differential ring, such 
that the subring F of constants of R is a field, and set S = R[d; d]. Let 
a G S be an operator with positive order n and leading coefficient an, such 
that n is inver tibie in F and an is invertible in R. 

Let t be the smallest positive integer such that aal
n has an n-th root in 

R for some nonzero constant a e F. Then n is divisible by t, all operators 
in Cs(a) have order divisible by t, and the rank of Cs(a) as a free F[d\-
module is a divisor ofn/t. In particular, if t = n, then Cs(a) = F[a]. 

PROOF. Since a% has an w-th root in R, we see that t exists, and / g n. 
By hypothesis, aaÉ

n = un for some ue R. Since a and an are invertible 
in R, so is u. 

We claim that if s e Z and ßeF such that ß ^ 0 and ßas
n has an fl-th 

root in R, then s must be divisible by /. 
Write s = qt -h r with q, r e Z and 0 ^ r | / - l . There is some v s R 

such that 

v« = ßa°„ = ß(cQ<iar
n = ßa~^u^ar

n, 
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whence {vu~q)n = (ßa~q)ar
n. As ßa~q is a nonzero element of F, the 

minimality of / forces r = 0, and so t divides s, as claimed. 
In particular, since al has an n-th root in R, it follows that n is divisible 

by t. 
We next show that any nonzero operator b e Cs(a) has order divisible 

by t. If k is the order of b and bk is its leading coefficient, then by Lemma 
1.1, bn

k = ßak
n for some nonzero ß e F. Thus ßa* has an «-th root in R 

and so A: is divisible by / (by the claim above), as desired. 
The rank of Cs(a) as a free F[ö]-module is card(JT), using the notation 

of the proof of Theorem 1.2. Continuing with that notation, what we 
have just proved above shows that Y ü tZ, so that Y is contained in the 
set W = {kt + nZ | k e Z}. Now W is a subgroup of Z/«Z, of order 
n/t. Since 7 is a subgroup of W, it follows that card(F) must divide n/t. 
But card(F) = card(Z), so that card(A") is a divisor of n/t. 

Finally, suppose that t = n, so that Cs(a) is a free F^-module of 
rank 1. Then Theorem 1.2 shows that {1} is a basis for Cs(a) over F[a], 
whence Cs(a) = F[d\. 

Using Theorem 1.3, it is not hard to find differential operators whose 
centralizers have minimal rank, as follows. 

EXAMPLE 1.4. Let R be the field C(x) of complex rational functions in 
an indeterminate x, with the usual derivation. Then 

CRWAXO") = C[x0*] 

for any positive integer n. 

Theorem 1.2 depends crucially on the invertibility of the leading coef­
ficient of the differential operator a, as the following example shows. 

EXAMPLE 1.5. Let R be the ring of complex-valued C°° functions on the 
real line, and set S = R[0; d]. There exists a non-zero-divisor/e R such 
that the centralizer Cs(fO) is not even countably generated as a module 
over C[f6]. 

PROOF. For each n e Z, choose fne R such that fn is nonzero on the 
open interval (n, n + 1) but is zero everywhere else. [The existence of 
such functions is an easy exercise.] We may define a function fe R as the 
sum of all the /„. Since / is nonzero except on Z, we see that fg^O 
for any nonzero g e R, that is, / is a non-zero-divisor in R. 

As a complex vector space, C[fO] has countable dimension. Thus if 
Cs(/Ô)were to be countably generated as a C[/0]-module (or even as a 
C[/0]-algebra), it would have countable dimension over C. We shall show 
that this is not the case. 
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Let A denote the set of all functions from Z to { ± 1}. For each a G A, 
define 

fa = TA a(n)f„, 

and note that fa e R. As A spans an uncountable-dimensional vector 
space over C, so does the set {fa0 \ a G A}. Thus it suffices to show that 
each/a0 lies in Cs(fd). 

Within any of the open intervals («, n + 1) (where n G Z), we have 
either fa =forfa = - / , hence fj{f)»and fö(fa) agree on(n,n + 1). On 
the other hand, fa and / both vanish at all integers. Therefore fad(f) = 
fd(fa), from which we conclude that (fa0)(f6) = (f6)(fa0\ as desired. 

We present one further example, to show that the semiprime hypothesis 
may not be dropped from Theorem 1.2. However, it is possible to replace 
this hypothesis by the hypothesis that for any s e R, the set {r G R | d(r) = 
sr} either equals {0} or contains an invertible element, as in [6, Theorem 
1.2]. 

EXAMPLE 1.6. There exists a commutative differential ring R, whose 
subring F of constants is a field of characteristic zero, such that there is 
an invertible element a G R for which the centralizer CRldlôi(ad2) is not 
finitely generated as a module over F[a02]. 

PROOF. Choose a field F of characteristic zero, let K denote the field 
F(t) of rational functions over F in an indeterminate t, and let ô be the 
usual derivation on K, so that ö is F-linear and 5(t) = 1. Note that F 
equals the subfield of constants of K. 

Now let P be a polynomial ring K[xh x2, . . . ] over ^ i n infinitely many 
independent indeterminates jq, x2, • . . , let / be the ideal of P generated 
by all products xt-Xj, and set R = P/L If y{ denotes the image of x{ in 
R, then R is a üf-algebra with basis {1, yh y2,...}, such that yt-yj = 0 for 
all ij. 

We extend ö to a derivation on P by defining <5(X) = t~lx{ for all i, y. 
Since ö(XiXj) = It-^Xj for all i, y, we see that 5(1) E /, hence ö induces 
a derivation on R. Thus we have a well-defined derivation on R, extending 
the original derivation on K, such that d(yì) == ^~1J;/ for all i. It is easily 
checked that the subring of constants of R is just F. 

Set a = r2, which is an invertible element of R. For each / = 1,2, . . . , 
we compute that 8^yt) = - t-*y{ + t-lô(yt) = 0, 2fl0(.y,) = 2tyf = ^5(a), 
from which it follows that (ad2)(yt0) = (yM^O2). Therefore all the y fi lie 
in the centralizer of ad2. As the yt- are linearly independent over F, we 
infer that the F[aö2]-module spanned by the y fi cannot be finitely 
generated. On the other hand, F[a02] is a P.I.D., whence all submod-
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ules of finitely generated F[o02]-modules are finitely generated. Therefore 
CR[d.oi(a02) cannot be a finitely generated F[a02]-module. 

While Theorem 1.2 covers all positive order differential operators in 
characteristic zero, it is incomplete in positive characteristic cases. We 
shall show that in positive characteristic an analog of Theorem 1.2 remains 
valid, except that the basis for the centralizer is not explicitly given, and 
the bound for the rank of the centralizer is not quite so restrictive. This 
result is a direct consequence of an old result of Ore [20, Satz 3, p. 236] 
that is independent of characteristic. 

Before developing Ore's result, we note that the positive characteristic 
case of the situation in Theorem 1.2 is fairly restrictive, in that R must 
a field. Namely, suppose that R is a semiprime commutative differential 
ring such that the subring F of constants of R is a field of characteristic 
p > 0. Given any nonzero element x e R, we have xp ^ 0 because R is 
semiprime. Also, d(x*) = px^dix) = 0 and so x*> e F, whence xp is in-
vertible in F, and thus x is invertible in R. Therefore R is a field, as claimed. 

Thus to fill in the missing positive order cases of Theorem 1.2, we need 
only deal with the situation in which R is a field. We need bounds for the 
dimensions of solution spaces for systems of homogeneous linear dif­
ferential equations over R. This may be proved by a standard classical 
argument involving Wronskians, as noted, for example, by Ore in [20, 
p. 238]. A more direct proof is also possible, which avoids the use of 
determinants and so does not require commutativity. That is, R need only 
be a division ring. Note that in this case the subring F of constants of R 
is another division ring. Namely, for any nonzero x e F, one need only 
differentiate the equation xx~l = 1 to see that x~l e F. 

PROPOSITION 1.7. (AMITSUR [2, Theorem 1]). Let R be a differential 
division ring, and let F be the sub-division-ring of constants of R. Let A be 
a t x t matrix over R, and set X — {x e Rt | d(x) = Ax}. Then X is a 
right vector space over F, of dimension at most t. 

PROOF. Obviously X is closed under sums and differences. Given x e X 
and a e F, we have d(xa) = d(x)a = (Ax)a = A(xa)9 whence xa 6 X. 
Thus Xis a right F-subspace of R*. [Unless the elements of Fall commute 
with the entries of A, the set X need not be a left F-subspace of R*.] 

Since Rf is a right ^-vector-space of dimension t, it does not contain 
a set of t + 1 vectors that are right linearly independent over R. Thus it 
suffices to prove that any vectors x\, . . . , xn e X that are right linearly 
independent over F are also right linearly independent over R. This is 
clear for n = 1. 

Now let n > 1, let xh .. ., xn G X be right linearly independent over F, 
and assume that x2, . . ., xn are right linearly independent over R. If 
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JCI, . . . , xn are not right linearly independent over R, then x^ + • • • 
•+• xnrn = 0 for some r{ e R, not all zero. As x2, . . . , xn are right linearly 
independent over R, we must have rx ^ 0. Thus, replacing each r{ by 
rj-rf1, we may assume that rx = 1, that is, xi + x2r2 + *3r3 + • • • + 
xwrM = 0. Consequently, we compute that 

x2d(r2) + - - - + xnd(rn) 

= A(xx 4- x2r2 + • • • + xwrw) + x2d(r2) + • - • + xj(rn) 

= ò(xà + d{xàr2 + • • • + <5(*>w+x2d(r2) + • • • + *w<?(0 

= 5(xi + x2r2 + • • • 4- *wrw) = 0. 

Using the right linear independence of x2, . . . , xn over i? again, we find 
that <5(r2), . . . , d(rn) are all zero, so that r2, . . . , rn all lie in F. But then 
the equation Xi + ^r2r2 + • • • + xwrw = 0 contradicts the assumption 
that xh . . . , xn are right linearly independent over F. Therefore xi, . . . , 
xn must be right linearly independent over R9 which completes the induc­
tion step and thereby completes the proof of the proposition. 

By introducing appropriate extra unknowns, Proposition 1.7 can be 
extended to cover a system of «-th order linear differential equations of 
the form 

d"(x) = A0x + AxS{x) + • • • + An^-Kx), 

where x e Rk and the A{ are k x k matrices over R. The result we are 
aiming toward (Theorem 1.9) was proved by Ore by means of a rather 
messy reduction to a system of n-th order equations in k unknowns of 
the form just mentioned. However, from a different perspective the 
problem easily reduces to a system of kn first-order linear differential 
equations, to which Proposition 1.7 applies directly. 

This perspective requires viewing certain objects as homomorphism 
groups over the differential operator ring. Thus we look at left S-modules 
where S = R[0; ô] for a differential field R. As R is a subring of 5, any 
left S-modules A and B may also be viewed as left vector spaces over R, 
simply by ignoring scalar multiplication by elements of S — R. Any 
5-module homomorphism (i.e., 5-linear map) from A to B is automatically 
^-linear, hence the group Homs(A, B) of 5-module homomorphisms 
from A to B is a subgroup of the group YiomR{A, B) of iMinear maps 
from A to B. Provided A and B are both finite-dimensional over R, the 
maps in H o m ^ , B) correspond to rectangular matrices over R, and it 
is not difficult to specify which matrices correspond to S-module homo­
morphisms. The criterion can be given as a system of first-order linear 
differential equations in the entries of the matrices, hence we can conclude 
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that Homs(y4, B) is finite-dimensional over the subfield of constants of 
R, as follows. 

PROPOSITION 1.8. Let R be a differential field, let F be the subfield of 
constants of R, and set S = R[0; 5\. Let A and B be left S-modules such 
that the dimensions n = à\mR(A) and k = dimR(B) are both finite. Then 
dimF(Homs(y4, B)) ^ kn. 

PROOF. This is clear if either n or k is zero, so assume that n > 0 and 
k > 0 . 

Let {ah . . . ,«„} and {bi, ..., bk) be bases for A and B over R. For 
i = l , . . . , n and j = 1, . . . , k, we have 0at- = 2 j=i uipflp and 0iy = 

2J=i V / A f o r s o m e M*> v y ? G R-
Let M denote the set of all n x k matrices over R. For each matrix 

x = (x0) in M, let/* denote the corresponding iMinear map A -» i? with 
respect to the bases chosen above, so that fx(at) = 2y=i *«y*y ^or a ^ 
i = 1, . . . , « . Then the rule x *-+fx defines an F-linear isomorphism of M 
onto HomR(A, B). Set X = {x G M | / x is 5-linear}. Then X is mapped 
isomorphically (as a vector space over F) onto Hom s(^, B), hence we need 
only show that dimF(X) ^ kn. 

For any x e l , the map/ , is already iMinear, hence fx is S-linear if and 
only iffx(0a) = 0/*(a) for all a e A. This happens if and only iffx(drat) = 
Ofx{rat)forMreRandi = 1, . . . , n . Since 

Wrad =fx((rO + ô(r))a{) = rfx{6at) + ô(r)fx(at), 

Ofx{rat) = Orfx(at) = rOfx{at) + 5(r)/,(a,), 

it suffices to check the case r = 1. Thus I = {xe M\fx(0at- ) = dfx{a^) for 
a l l / = 1, . . . , « } . 

Given xe M and / e {1, 2, . . . , « } , we compute that 

« » ft k n 

fx(o<*t) = 2 Uipfx(aP) = 2 M E **A) = 2 ( 2 i*ipXpj)bj9 
p=\ p=i j=\ j=i p=i 

k k k 

Ofxfa) = 2 Oxiqbq = 2 xiq0bq + 2 d(xl(?)^ 
9=1 g = l 9=1 

£ A; k k k 

= 2 XigŒi Vqjbj) + 2 3(xl7)fty = 2 (<?(*,y) + 2 xiqvqJ)bj. 

q=i y=i y=i y=i 9=1 

Consequently, Z is exactly the set of those x e M satisfying 

n k 

(1.1) 8(Xij) = 2 w^/»y - 2 yqjXiq 
p=l g = l 

for all i = 1, . . . , n and 7 = 1, . . . , k. [The transposition of xiqvqj to 
vqJxiq in the second summation is the only point in the proof where the 
commutativity of R is needed.] 
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Equation (1.1) is just a system of AT* first-order linear differential equa­
tions over R in kn unknowns, hence we conclude from Proposition 1.7 that 
dimF(Z) g kn, as desired. 

Recall that given an element è in a ring S, the expression Sb is used 
to denote the set {sb | s e S}, which is a left ideal of S. Thus the quotient 
S/Sb is a left S-module. Tt is also cyclic, since it is generated by the single 
coset 1 + Sb. 

THEOREM 1.9. (ORE [20, Satz 3, p. 236]). Let R be a differential field, 
let F be the subfield of constants of R, and set S = R[d; <?]. Let a, b e S 
be nonzero operators of orders n and k, and set I = {e e S\ac e Sb). Then 
d\mF(I/Sb) g kn. 

PROOF. We consider S-module homomorphisms between the cyclic 
S-modules S/Sa and S/Sb. It is a trivial exercise to show that the rule 
f*-+f(\ + Sa) defines an F-linear isomorphism of iloms(S/Sa, S/Sb) 
onto I/Sb. 

As a has order n and its leading coefficient is invertible in R, every 
element of S can be uniquely expressed in the form p + qa with p, q e S 
and ord(p) g n — 1. Consequently, S/Sa is finite-dimensional as a vector 
space over R, with basis {1 + Sa, d + Sa, ..., Qn~x + Sa}. Thus 
dimR(S/Sa) = n. Likewise, dimR(S/Sb) = k. 

Now di\mF(\loms(SISa, S/Sb)) ^ to by Proposition 1.8, and therefore 
dimF(I/Sb) g kn. 

For later use, we also record the symmetric version of Theorem 1.9. 
It can be proved in the same manner as Theorem 1.9, provided one first 
proves the right-module version of Proposition 1.8. However, there is an 
easy way to obtain it directly from Theorem 1.9, as follows. 

COROLLARY 1.10. Let R be a differential field, let F be the subfield of 
constants of R, and set S = R[d; 5]. Let a, b e S be nonzero operators 
of orders n andk, and set J = {d e S | db G aS}. Then dimF(J/aS) ^ kn. 

PROOF. Define / a s in Theorem 1.9,and set K = {(c,d) e S2\ac = db}, 
L = {(sb, as)\s 6 S}. The projection (c, d) «-• c provides an F-linear map 
/ o f K onto /, and we observe that f~l(Sb) = L. Thus K/L s I/Sb. Similar­
ly, the projection (c, d)\-+ d induces an F-linear isomorphism of K/L 
onto J/aS, and so J/aS ^ I/Sb. Therefore dimF(J/aS) g kn by Theorem 
1.9. 

With the aid of Theorem 1.9, we can now complete the remaining cases 
of Theorem 1.2, as follows. 

THEOREM 1.11. Let R be a differential field, let F be the subfield of con­
stants ofR, and set S = R[d; d]. Let a e S be an operator of positive order 
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n. Then Cs(a) is a free F[a]-module of finite rank, and that rank is at most 
n2. 

PROOF. Set I = {ceS\ace Sa} and K = Cs(a)/[Cs(a) fi Sa]. Then 
dimF(I/Sa) ^ n2, by Theorem 1.9. Clearly Cs(a) E /, hence K embeds in 
IjSa, and so â\mF{K) ^ n2. 

Let B0 = {b e Cs(a) \ ord(b) ^ 0}. As a has positive order, B0 fi Sa = 
{0}. Thus 2?0 embeds in K and so is finite-dimensional over F. Choose a 
basis {bh . . . , ès} for B0 over F, and note that the images of bi, . . . , bs 

in Â  are linearly independent over F. Thus we may choose elements bs+l9 

. . . , bt in Cs(tf) such that the images of i l 9 . . . , 6, form a basis for A' over 
F. Note that * g «2. 

We claim that {bh . . . , bt} is a basis for Cs(#) as a free F[a]-module, 
which will prove the theorem. 

If the b( are not linearly independent over F[a], than pfix + • • • + 
ptbt = 0 for some pt- in F[a], not all zero. Choose such a dependence 
relation for which the number m = maxfordQ?!), . . . , ord(pt)} is minimal. 
Write each p{ = a,- + tf#,- with a{ e F and qt e F[a]. Then 

aiZ?x + . . • + afit = (Pi - aq^bx + • • • + ( / > , - fl^/)*/ 

= - fai*i + • • • + qfit)a e Cs(a) f| Sa. 

Since the bt map to F-linearly independent elements of K, we must have all 
a. = 0. Note that now not all q{ can be zero. We have a(qfii + • • • + 
qfit) = pfii + • • • + pfit = 0 and so qfii H + qfit = 0. However, 
this is a dependence relation for which maxlord^) , . . . , ord(qt)} = 
m — n, which contradicts the minimality of m. Therefore the bt- must be 
linearly independent over F[a], 

Let B be the F[tf]-submodule of Cs(a) spanned by the bt. We prove by 
induction on order that any e e Cs(a) must lie in B. Obviously B0 ü B, 
so this is clear when ord(c) ^ 0. 

Now let ord(c) = k > 0, and assume that all operators in Cs(a) with 
order less than k lie in B. As the bi span K over F, we must have c = 
afii 4- • • • + afit + da for some a{ e F and some d e S such that da e 
Cs(a). Clearly d e Cs(a) as well, and ord(d) < ord(c), hence d e B by the 
induction hypothesis. Consequently da e B, and thus ceB, which com­
pletes the induction step. 

Therefore the b{ span Cs(a) over F[a], whence Cs(a) is indeed a free 
F[a]-module with basis {bh . . . , bt}, as desired. 

The upper bound given for the rank of Cs(a) in Theorem 1.11, higher 
than the upper bound for the cases covered in Theorem 1.2, can be 
attained, as the following example shows. 

EXAMPLE 1.12. Given a prime number/?, there exists a differential field 
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R of characteristic p, with subfield F of constants, such that CRld;ôl(d
p) 

is a free F[0^]-module of rank/?2. 

PROOF. Choose a field K of characteristic p, let R be the field K(t) of 
rational functions over K in an indeterminate t, and let 5 be the usual 
derivation on R, so that ö is AT-linear and ö(t) = 1. Letting F denote the 
subfield of constants of R, we have A' E F automatically and f* e F because 
of characteristic p, whence K(tp) ü F. As the dimension of R over K(tp) 
is prime, there are no intermediate fields strictly between K(tp) and R. 
On the other hand, F ^ R, because t $ F Thus F = K(tp), so that i* has 
dimensionp over F, with basis {1, t, . . . , ^ _ 1 } . 

Note that for i = 1, 2, . . . , / ? — 1, the binomial coefficients (|) are 
divisible by /?. Consequently, it follows from Leibniz' Rule that dp(xy) = 
öp{x)y + x<5*(» for all x, yeR, so that 5* is a derivation on JR. Since 
§P(t) = 0, we infer from this that dp = 0 on /?. Now 

for all r e i ? , whence 0^ commutes with all operators in R[d; ô]. 
Therefore CR[d;ôl(0

p) = R[0;8\. To complete the proof, we observe 
that R[d; d] is a free F[0*]-module of rank p2, with basis {t'0'\i9j = 0, 
1 , . . . , /> - 1}. 

We conclude this section by using the finiteness of ranks of centralizers 
obtained in Theorems 1.2 and 1.11 to show that most commuting pairs of 
differential operators satisfy polynomials in two variables with constant 
coefficients, as follows. 

THEOREM 1.13. Let R be a semiprime commutative differential ring, such 
that the subring F of constants of R is a field, and set S = R[0; d]. Let 
as S bean operator of positive order whose leading coefficient is invertible 
in R. Given any operator be S which commutes with a, there exist poly­
nomials p0(a), P\(a), . . . , pt-i(a) in F[a] such that 

Po(a) + Pi(a)b + • • • + pt-tia)^-1 + b* = 0. 

In particular, there is a non-constant polynomial q(x, y) over F in two 
commuting indeterminates x, y such that q(a, b) = 0. 

PROOF. If the order n of a is invertible in F, then Theorem 1.2 shows 
that Cs(a) is a free F[tf]-module of rank at most n. Ifn is not invertible in 
F, then F has positive characteristic. In this case, R must be a field (recall 
the discussion prior to Proposition 1.7), whence Theorem 1.11 shows that 
Cs(a) is a free F[<z]-module of rank at most n2. 

Thus in any case Cs(a) is a finitely generated F|>]-module. As F[a] is a 
commutative ring, the existence of the relation p0(a) -f P\{d)b + • • • + 
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/7/_1(a)6'_1 + bl = 0 is a well-known ring-theoretic consequence. It is 
proved, for instance, in [4, Proposition 5.1], and in [12, Theorem 12]. 

II. Pseudo-differential operator rings, Part 1. Centralizers in differential 
operator rings, in addition to having finite rank over polynomial subrings, 
often turn out to be commutative rings. To obtain such results, we adopt 
a method introduced by Schur in a 1904 paper [24], apparently forgotten 
and later rediscovered by later authors. The key to this method is to embed 
the ring of differential operators in a larger ring, which, following recent 
papers such as [1, p. 229], [10, p. 45], [15, p. 44], we refer to as the ring 
of formal linear pseudo-differential operators. 

In the present section, we discuss the construction of this pseudo-
differential operator ring, and we investigate a few basic properties, such 
as the existence of inverses and roots. Applications of this ring to com-
mutativity results are given in §111 and §IV. 

In the case of a noetherian coefficient ring, a natural localization and 
completion process may be used to construct this pseudo-differential oper­
ator ring, and a glance at this construction process helps to indicate why 
the general construction takes the form it does. Hence, let R be a differ­
ential ring, and let X be the set of monic operators (i.e., nonzero operators 
with leading coefficient 1) in the differential operator ring S = R[0; d]. 
Then X is a multiplicatively closed set of non-zero-divisors in S. If the 
coefficient ring R is right noetherian, then X is a right denominator set 
in S, by [22, Proposition 2.2]. (Unfortunately, in the non-noetherian case 
X need not be a right denominator set in S, as noted in [22, Section 2].) 
This allows us to form the localization of S with respect to X, which is a 
ring Sx containing S such that all elements of X are invertible in Sx, 
and all elements of Sx have the form sx~x for s e S and xe X. We may 
define the order of any element sx-1 in Sx according to the rule 
ordCsx-1) = ord(s) - ord(x). Then, Sx may be made into a topological 
ring in which the neighborhoods of 0 are the sets {a s Sx\ord(a) Sk) for 
all integers k, and the completion of Sx is the pseudo-differential opera­
tor ring we wish to study. Any infinite series involving coefficients from 
R and descending powers of 0 converges in this completion. Consequent­
ly, the elements of this completion may be represented as formal Laurent 
series in the indeterminate Ö-1. To construct the pseudo-differential 
operator ring in general, we start with the collection of all formal Laurent 
series in 0~l with coefficients from R, and build a ring structure there, as 
follows. 

DEFINITION. Let R be a differential ring, and let 0 be an indeterminate. 
We denote by R{{0~1\ <?)) the set of all formal expressions a = 2iL_ocA-0' 
where neZ and the a{ e R. [The notation R{{6~1 ; <?)) is used because these 
expressions look like Laurent series in 0-1, and because the multiplication 
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rule we will use for these expressions is a version of Laurent series multi­
plication that has been twisted by means of 5.] If an ^ 0, then n is called 
the order of #, denoted ord(a), and an is called the leading coefficient of a. 
In case all the a{ = 0, the order of a is defined to be — oo, and the leading 
coefficient of a is defined to be 0. We regard a as unchanged if terms with 
zero coefficients are appended to or deleted from a. Thus an expression 
6 = 2 7=_oo bßj in Rdd-1 ; d)) is identified with a if and only if a{ = b{ for all 
i :g min{/z, m} while af- = 0 for all i > min{fl, m) and £y = 0 for all 
j > min{«, m}. 

An addition operation is defined in JR((0~X; 5)) to be performed by 
adding coefficients of like powers of 0. Thus for expressions a, b as above, 
and, say, n ^ m, then 

a + b = £ (a,+ b,W + 2 «#• 
i=—oo i—m+1 

It is clear that under this operation, i*((0-1; 5)) becomes an abelian group. 
There is a natural topology on i?((ö-1 ; <?)) making it a topological group, 

where the neighborhoods of 0 are the sets {a e R((0~lm, <5))|ord(ö) ^ k}, 
for all k 6 Z. We note that R{{6~1 ; 5)) is complete in this topology. 

Our objective is to make R({d~l\ ò)) into a ring, in such a way that the 
natural copy of R[0; d] inside it is a subring. Assuming we also wish the 
multiplication to be uniformly continuous with respect to the topology 
defined above, we may work out what the appropriate definition ought 
to be as follows. 

Given r e R, we have rd = Or - d(r) in R[0; 5\. Assuming a suitable 
ring structure in i?((Ö-1; <?)), it follows on multiplying both sides of each 
term in this equation by 0~l that 

(2.1) 0~lr = rd'1 - 0-lo(r)0-\ 

Replacing r by 5'(r) in (2.1), we obtain 

(2.2) »-Wir) = « ' ( r ^ - f l - i y+ iWf l - 1 

for i = 1, 2, . . . . Successive substitutions of (2.2) in (2.1) then yield 

0-V = rO~i - 0-i<5(r)0-i = rd~l - o(r)0~2 + fl-^W2 

= rd-1 - ö(r)6~2 + . . . + ( - iy-ty-Hr)0-i + ( - iy&-ty(r)0-*. 

Taking the limit in (2.3), we conclude that d~lr should be given by 
oo 

(2.4) 0-ir = 2 ( - \y-ty-Hr)drt. 
i=l 

We may then multiply each term of (2.4) on the left by 0~l and use (2.4) 
to arrange each of the expressions ö~15l'""1(r)ö"' as a series with coefficients 
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on the left. Collecting terms, we obtain an expression for 0~2r. Continuing 
by induction, we find that we should have 

(2.5) e-nr = s (- \y-4[ Z jy-(r)ö-
i=n \ n A / 

for all n e N and r e R. 
Unfortunately, equation (2.5) has a somewhat different form than the 

corresponding equation for positive powers of 0, namely 

(2.6) ^ r = g ( j ) W ^ 

for all n e N and r e R. In order to put equations (2.5) and (2.6) into a 
common form, we need generalized bionomial coefficients. 

DEFINITION. Recall that for any integer ra, the expressions (ft), (y), (J), 
. . . are defined by setting (ft) = 1 and(7) = m(m — 1)- • • (m — i + 1)//! 
for i = 1, 2, . . . . This latter expression is always an integer, as is well-
known for m ^ 0. In case m = — n for some n e N, we may verify the 
integrality of (7) by checking that 

( " ^ = ( _ „ ) ( _ „ _ l ) . . . ( - « - / + l)//! = ( - l ) '«(« + l ) . . . ( * + ï - l ) / i ! 

= (-!>•(„ + / _ !)!//!(„_ 1)! = ( - l y ^ l " , 1 ) 

for all / e N. 

In particular, for integers / > n > 0, we obtain (jJ!n) = (— iy~w(£lY), 
so that equation (2.5) becomes 

(2.7) 0-»r = g (iln
n)&-»(r)d-<' = g ( " / ) W0-»->. 

Note that (2.6) may be written in the corresponding form 

(2.8) 0*r = g ( ^ ) ^ ( r ) ô -

because (*•) = 0 for all i > n. Thus (2.7) and (2.8) provide a common 
formula with which to describe multiplication of monomials in 
Bffl-1; 5)), namely 

(2.9) (r6»)(s0™) = | ] ^ ) r ^ ) ö « + — ' 

for all r, se R and all n,meZ. 
The form of (2.9) indicates that it will be convenient to write expressions 

in Rdß-1; ö)) in the form S £ 0 afin~\ with n e Z and coefficients a,- G /?. 
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Adopting this mode, we are now ready to give a complete definition of 
multiplication in J?((lH; 5)). [Remember that equations (2.1)-(2.5), (2.7), 
(2.9) are at present only the anticipated behavior of an operation yet to be 
defined.] 

DEFINITION. Given any expressions a = 2 £ 0 aid
n~i and b = 2£L0 bßm~J 

in i*((0-1; 5)), with n,meZ and all ah bj e R9 we define 

oo oo 

where the products of the monomials are defined as 

[as in (2.9)]. When the terms are collected according to the powers of 0 
that appear, this definition for the product ab may be rewritten as 

ob = 2 ckd
n+m-k 

k=0 

where each 

i!V-7:>*"-w 
While this formula is rather obnoxious, the first few coefficients are 
relatively easy to work out. Thus 

ab = aobo0
n+m + [na0d(b0) + a^bx + a1b0]dflrhMr-1 

+ (2 Vo52(*o) + na0d(bi) + ^ 2 + (/i - l)tfi<?(60) + «i^i + «2̂ 0 ]An+m-2 

4- [lower terms]. 

Since expressions in R{(0~1\ d)) may be modified by insertion or dele­
tion of zero terms, it must be checked that the multiplication rule given 
above is well-defined. This is a trivial exercise, as is the checking of the two 
distributive laws, and we leave that to the reader. 

Associativity, however, is more stubborn. Some authors, beginning with 
Schur [24], simply ignore the question, while some — e.g., [28, pp. 133, 
134]—say that it is straightforward to prove associativity. Several other 
authors—e.g., [1, p. 229], [9, p. 266], [15, p. 44]—prove associativity by 
means of the following trick. First define an alternate multiplication 
o on RdO'1; 5)), under which R((d~l; ô)) is the ring of ordinary Laurent 
series in 0~l over R. Then o, at least, is associative. Next extend d to all of 
RdO-1; 5)), and define a map 3 on ^((fl-1; £)), using the rules 
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oo oo 

d( E aft*-*) = E 5(^)6»-' 
1=0 i=0 
CO OO 

3( E aft**) = ! ! ( * - i)aft^-\ 
f=0 i=0 

It may be checked that on the ring (R{(d~l ; <?)), °), the maps ô and 3 are 
commuting derivations. The original multiplication on i?((0_1; d)) is 
expressible in terms of o, d, 3 as 

CO 

ab = E(\lk\)dk{ä)oök{b). 

[If R is not an algebra over Q, care must be taken to ensure that 
dk{a)odk(b) is divisible by k\. The infinite sum is no problem because it 
converges in the topology mentioned earlier.] Finally, with the aid of 
this formula a short direct computation shows that our multiplication is 
associative. 

To set up this trick and carry out the details is actually a longer process 
than a direct proof, which we prefer. Here the only difficulty appears in 
proving a rather involved identity concerning sums of products of bino­
mial coefficients. We start with a classical identity sometimes known as 
Vandermonde's Theorem. 

LEMMA 2.1. For allp, q,keZ with k =: 0, 

,§(/-,•») - m 
PROOF. [7, Theorem 38]. 

LEMMA 2.2 For allp, q, i,keZ with i, k =: 0, 

£(*+'<-X+/-y)ö)-(fX'+r,> 
PROOF. We first claim that 

(2..0) k+ ' ,-yX*+ /"'M?Xî = /) 
for ally = 0, . . . , k. If either / = 0 or y = k, this is trivial. In case i > 0 
and j < k, we check that 

(m-'j) 
= [P(P -1) • • • (P - i +1)// !][Q> - i)(P -i-l)-.-(p-i-k+j+1)/(* -j) \] 

=[/>(/>-1). • .(P-i-k+j+i)i(k+i-j)}}[(k+i-j)\/n(k-m 
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as claimed. 
Using (2.10) in conjunction with Lemma 2.1, we conclude that 

frA-jfrw mtìtJ) - WT1 
as desired. 

With the aid of Lemma 2.2, we can now check associativity of multi­
plication in i?((0-1; d)). First consider monomials aOp, bßi, cdr, for some 
a,b,ceRand somep ,q , r eZ. On one hand, 

[(a0>)(60«)](c0O = ( | ] ( f )ad<(ò)0*+«-<)(c0O 

=g,(g(fX/' * - ï" Vw~''(c)y+,+r~*-
On the other hand, 

(a0>)[(60*)(c0')] = (a0>)(f;(j)w>(c)0«+'-v) 

For Ä: = 0, 1, 2, . . . and / = 0, 1, . . . , k and y = 0, 1, . . . , k — i, we have 

by Lemma 2.2. Therefore [(adP)(bO<*)](cOr) = (a0P)[(bO«)(cOr)]. 

Thus multiplication of monomials in R((0~lm, d)) is associative. Invoking 
the distributive laws, it follows that multiplication of finite sums of mono­
mials is associative. Inasmuch as the set of finite sums of monomials is 
dense in Ä((ö-1 ; <5)) in a topology with respect to which multiplication is 
uniformly continuous, we conclude that multiplication in R((0~lm

9 <?)) is 
associative. 

Thus R((0~l ; d)) is finally a ring. We still need to check that the natural 
copy of R[d; d] inside i?((0_1; ô)) is a subring. It suffices to check that any 
product of monomials adn and bdm, where a, b e R and n, m e Z+, is the 
same whether computed in R[0 ; d] or in Rdd'1 ; 5)). In R[d ; 3], 
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On the other hand, in i*((0_1; d)) we have 

(aO»)(bd»>) = Z(iysk(b)6^-k = ^ ( j ^ W ^ * 

because (j) = 0 for all k > n. Thus the product (aOn)(bdm) is the same 
in each ring, as desired. 

To mark the successful conclusion of checking the ring axioms in 
JR((0_1; <?)), we record the following proposition. 

PROPOSITION 2.3. IfR is any differential ring, then i?((0-1; <?)) is a ring, 
containing R[0 ;d]asa unital subring. 

DEFINITION. We shall refer to ^((ö_1; ô)) as the ring of formal linear 
pseudo-differential operators over R. In those contexts where i*[0;5]is 
known as the Ore extension of R, we propose calling R(( 0~l ; <?)) the 
Schur extension ofR. 

The usefulness of Ä((0_1 ; ô)) lies in the existence of suitable inverses 
and roots therein, as follows. 

PROPOSITION 2.4. Let R be a differential ring, and let a be a nonzero 
operator in i?((0_1 ; <?)) with order n and leading coefficient a0. If a0 is 
invertibie in R, then a is invertibie in /?((0-1; d)); moreover, a-1 has order 
— n and leading coefficient a$l. 

PROOF. Write out a = 2L~o afin~i with the a{ e R. We seek an operator 
* = I ! ^ o M " M - y in/Êftfl-1; ô)) such that ab = \. Expanding the product 
ab and comparing coefficients in the equation ab = 1, we find that #ô o = 

1 and 

(2.11) tìlU nJ~i L /W-'-^y) = 0 

for all k = 1,2, . . . . We satisfy the equation a0b0 = 1 with b0 = a$l, 
which exists by hypothesis. The case k = 1 of (2.11) reads naQd(b0) + 
a0bi + aib0 = 0, which is solvable also, namely bx = — a^a^b^ — nd(b0). 

Now let Ä: > 1, and assume we have found elements b0, b\, . . . , bk-i in 
R satisfying the first k — 1 cases of (2.11). The next case of (2.11) reads 

a0bk +
 kt(k 1 j)a^Kh) + g |(fc 17 - j^-'-^) = O-

Since the term a0bk is the only one containing bk, we may solve this equa­
tion for bk. 

Therefore by induction we obtain elements b0, bÌ9 . . . in R such that 
aQbQ = 1 and all cases of (2.11) are satisfied. As a result, the operator 
b = Z/Lo bß-n-J in R((0-l\ §)) satisfies the equation ab = 1. 
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The leading coefficient of b is aö\ which is invertible in R. Repeating 
the process above, we obtain an operator c in i£((0_1 ; d)) such that be = 1. 
Now a = abc = c, whence ba = 1. Therefore è is the inverse of a in 
*((0-x;5)). 

COROLLARY 2.5. Le/ R be a differential ring. If Ris a division ring, then 
soisR{(0-l\§)\ 

LEMMA 2.6. Let Rbe a commutative differential ring, let b 6 R((d~l; d)), 
and let neN. Write out b= £ £ o bfimr~i and bn = ET=ocjOmn~j with meZ 
and each bi9 c;- e R. Then for j = 1, 2, . . . , Cj, = nb^bj + dj, where dj 

lies in the differential subring of R generated by bQ, . . . , bj-\. 

PROOF. This is clear for n = 1. Now assume the lemma holds for some 
n, and write out bn+l = DS=0 ekd

mn+m~k with all ek e R. Comparing coef­
ficients of powers of 6 in the equation bn+1 = bnb, we obtain 

for all k = 0, 1,2, . . . . In case k > 0, there are exactly two terms in­
volving either ck or bk, namely c0bk and ckb0, and 

c<J>k + cj}0 = b$bk + (nbrlbk + dk)b0 = (n + l)b»0bk + dkb0. 

All other terms just involve c0, . . . , c*_i, 60, • • •, bk-i and their derivatives. 
In addition, each of c0, . . . , ck-i involves only b0, . . . , bk-i and their 
derivatives. Thus ek = (n 4- l)&o^* +/*» w n e r e A lies in the differential 
subring of R generated by 60, . . . , bk-h completing the induction step. 

PROPOSITION 2.7. Let R be a commutative differential ring, and let a be 
a nonzero operator in Ä((0-1 ; ö)) with order s and leading coefficient a0, 
such that aQ is invertible in R. Let n be a positive integer which is a divisor of 
s and which is invertible in R. If there exists b0e R such that òg = a0, then 
there exists an operator b in R({0~1 ; 5)) such that bn = a, while b has order 
sjn and leading coefficient b0. 

PROOF. Write out a = <S£o^ös~, with all at- e R. Set m = sjn. We seek 
an operator b = H e o M ^ in R((0~l\ $)) such that bn = a. Expanding 
bn with the help of Lemma 2.6, and comparing coefficients of powers of 
0 in the equation bn = a, we find that b^ = a0 and 

(2.12) nb^bj + dj = a, 

for each j = 1,2, . . . , where dj lies in the differential subring of R gen­
erated by b0, . . . , bj-i. 

We are given a particular solution to the equation &g = a0. Note that 
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since a0 is invertible in R, so is b0. As n is also invertible in R, we can 
successively solve the equations (2.12) for bh b2, . . . , providing us with 
the coefficients for an operator b in R((0~l\ §)) such that bn = a. 

III. Pseudo-differential operator rings, Part 2. We investigate in this section 
centralizers in rigns of pseudo-differential operators, showing that they 
are often commutative. In some cases, we can also precisely identify the 
centralizer. 

As before, we work over a commutative differential ring R. We consider 
a nonzero operator a in the ring T of pseudo-differential operators over 
R, and we study the centralizer CT(a). Provided the order of a and the 
leading coefficient of a are both non-zero-divisors in R, we show that 
CT(a) is commutative. In case R has no Z-torsion, while a has order 0 and 
the derivative of its leading coefficient is a non-zero-divisor in R, we 
again show that CT(a) is commutative. A more general result combining 
the Z-torsion-free cases of both results in also proved. The size of CT(a) 
can be specified in case R is semiprime, the subring F of constants of R is 
a field, the order of a is positive and invertible in F, and the leading coef­
ficient of a is invertible in R. In this case, CT(a) contains a natural copy 
of the Laurent series field F((a-1)), and the dimension of CT(a) over Fftcr1)) 
is a divisor of the order of a. 

These results are all based on techniques developed by Schur in [24] for 
an unspecified case, probably the ring of complex-valued C°° functions on 
the real line. Schur dealt with an operator aeT of positive order n, 
constructing an n-th root b for a as in Proposition 2.7, and proving that 
CT(a) is just the natural copy of the Laurent series field F((Z>-1)) inside T. 
It is immediate from this description that CT(a) is commutative. The case 
in which R is the ring of complex power series in a single indeterminate 
was worked out by Mumford, using the same procedure, in [17, Lemma, 
p. 140]. The commutativity of CT(a), when R is a differential field of char­
acteristic zero, was proved without the use of n-th roots by Van Deuren 
[26, Théorème 1; 27, Théorème III.2.1]. In this case, Van Deuren also 
proved that CT(a) is finite-dimensional over the subfield F^ar1)) [26, 
Proposition 3; 27, Proposition IV.3.1.2]. 

The completeness of a pseudo-differential operator ring in its natural 
topology means that it contains natural copies of various Laurent series 
rings. For instance, let R be a commutative differential ring, let F be the 
subring of constants of R, and let a be an invertible operator in i?((0-1; d)) 
with positive order n. Then ak has order kn for any ^ e Z , hence we see 
that any series 2]?=-oo rka

k, with m e Z and all rk e R, must converge in 
R((0~lm, ô)). In particular, the set L of such series for which all the rk lie in 
F is a subring of R{(d~l\ <5)), isomorphic to the Laurent series ring 
F((t)) over F in an indeterminate t, via the map 
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oo m 

k——m k——oo 

Thus we shall use the notation ^((âr1)) for this subring L. Note that since 
the constants in F commute with all operators in R((0~lm

9 <?)), the subring 
Fda*1)) is always contained in the centralizer of a in R((d~l ; <?)), and is also 
contained in the centralizer of any operator that commutes with a. For an 
invertible operator b in i?((0_1; d)) with negative order, ^((ö_1; ô)) con­
tains a corresponding Laurent series subring F((b)), which is contained in 
the centralizer of any operator commuting with b. 

THEOREM 3.1. Let R be a commutative differential ring, let F be the 
subring of constants of R, and set T = i£((0-1; <5)). Let a e T be an 
operator with positive order n and leading coefficient a0. Assume that n is 
invertible in F and a0 is invertible in R, and that aQ has an n-th root in R. 
Then a has an n-th root b in T, and CT(a) = F((6-1)). Thus CT(a) is com­
mutative, and is a free F((a~l))-module of rank n. 

PROOF. The existence of b is given by Proposition 2.7. Note that b 
has order 1, and write out a = J^afi»-*andò = S ^ 0 M W w i t h a11 

at, bj e R and òg = a0. Since a0 is invertible in R, so is b0. 
We claim that given e e CT(a) and t e Z with ord(c) ^ f, there exists 

a e Fsuch that c - ab* has order less than /. We may write c = Tif=çicjd
t~j 

with the Cj e R. 
Comparing coefficients of dn+t~l in the equation ac = ca, we find that 

na0d(c0) + a0cx + axc§ = tc0ô(a0) + c0ax 4- cta0, 

whence na0d(c0) = tc0d(a0). As tf0 = ô> it follows that nbßd(c0) = 
ntcobß^dibo), and consequently <5(c0) = tc0bö1d(b0), because n and 60 are 
invertible in R. Setting a = c^b^, we compute that 

ô(a) = dicoW - tcobö^dibo) = 0, 

hence a e F and c0 = aej. Since b* has order r and leading coefficient bf
0, 

we conclude that c — ab1 has order at most t — 1, as claimed. 
Note that b 6 CT(a) (because bn = a), and so F^b'1)) g CT(a). Given 

any nonzero e e CT(a) with order s, we may inductively apply the claim 
above to obtain constants aro, cc\, . -. in F such that for all k = 0, 1, 2, . . . , 
the operator 

c - tf06
s - 0:16s-1 - . . . - akb

s~k 

has order less than s - &. As a result, c = £î&o «Ä*5"*» whence e e ^((ô-1)). 
Therefore CT(a) = i7«^-1)). In particular, it follows that CT(a) is com­

mutative. Also, we note that CT(a) is a free Fftûr^-module with basis 
{hb, . . . , 6 - i } . 
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The analogous version of Theorem 3.1 for operators of negative order 
holds as well, but we shall not write out the detailed statement. 

COROLLARY 3.2. Let R be a commutative differential ring, and set T = 
R((d~l; <?)). Let aeT be a nonzero operator with order n and leading 
coefficient aQ. If n and aQ are non-zero-divisors in R, then CT{a) is com­
mutative. 

PROOF. There is no loss of generality in enlarging R. Namely, if R is 
embedded in a differential ring R\ then R{(d~l\ ô)) embeds in R"(0-l\ S)\ 
hence it suffices to show that the centralizer of a in iT((0_1; <5)) is com­
mutative. We construct such an embedding so that n and a0 are invertible 
in R", and aQ has an n-th root in R". If n > 0, then Theorem 3.1 im­
mediately shows that the centralizer of a in 7r((0 - 1 ; ô)) is commutative. 
If n < 0, then we work with a~\ which exists in /?"((0_1; d)) by Proposition 
2.4. As ar1 has order — n and leading coefficient a^1, both invertible in 
R'\ and a^1 has an n-th root in R", Theorem 3.1 shows that the centralizer 
of a - 1 in i r ( (0 - 1 ; <5)) is commutative. This suffices because a and a~l 

have the same centralizer in R'{(0~1 ; d)). 
Therefore it only remains to embed R in a commutative differential 

ring Rff is such a way that n and aQ are invertible in R'\ and a0 has an 
n-th root in R". 

First let R' be the commutative ring obtained from R by formally 
inverting n and a0. (See, e.g., [4, pp. 36, 37].) Since n and a0 are non-zero-
divisors in R, the natural map R -* R' is an embedding, and we may 
identify R with its image in R'. Extend ö to R' via the quotient rule, so 
that R' becomes a differential ring containing R as a differential subring. 

Now consider the polynomial ring R'[x] over R' in an indeterminate 
x9 and extend ô from i?' to R'[x] so that <5(x) = n-1a^1ô(a0)x. We check 
that 

<?(** - a0) = nx«-ln~laQld(aùx - ô(a0) = ^ ( Û O X * * - «o). 

whence ô(xn — a0) is a multiple of xM — aQ. Thus if / is the ideal of R'[x] 
consisting of all multiples of xn — a0, then 5(1) E /. Consequently, ö 
induces a derivation on the ring R" = R'[x]/I. As xw - a0 is a monic poly­
nomial, the natural map # ' -• R'[x] -> i?" is an embedding. 

Therefore we have embedded i ^ a s a differential subring of the com­
mutative differential ring R", such that n and aQ are invertible in R", and 
a0 has an /i-th root in R". 

For pseudo-differential operators of order 0, there are also cases in 
which the centralizer must be commutative, but completely different 
methods of proof are needed, as in the following theorem and corollary. 

THEOREM 3.3. Let R be a commutative differential Q-algebra, and set 
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T = R{{d~l\ d)). Let aeTbe a nonzero operator with order 0 and leading 
coefficient a0. Ifd(aQ) is invertible in R, then CT{a) is isomorphic {as a ring) 
to R. In particular, CT(a) is commutative. 

PROOF. Write out a = £ £ o afin with the at G R. We claim that any 
nonzero operator b in CT(a) must also have order 0. Write b = £/Lo bfim~j 

with m G Z, the bj e R, and bQ # 0. Comparing coefTicients of dm~1 in 
the equation ab = ba, we find that a0bi + a^ = mb0d(a0) + Z>0

öi +^iflo> 
whence mb0d(aQ) = 0. Since <5(%) is invertible in i?, it follows that mb0 = 0. 
As b0 # 0 and /? is a Q-algebra, this forces m = 0. Thus è does have order 
0, as claimed. 

For all nonzero operators b e CT(a), set <p(a) equal to the leading 
coefficient of b. Also set >̂(0) = 0. Thus we obtain a map cp: CT(a) -> R. 
Inasmuch as all nonzero operators in CT(a) have order 0, we see that <p 
is a unital ring homomorphism, and that (p is injective. 

It remains to show that tp is surjective. Given c0 e R9 we seek an operator 
c — 2]/Lo cfi~j m T such that ac = ca. Comparing coefficients of powers 
of 0 in this equation, we see that we need 

(3-D s|(,--iy>,^-%) = 5|(,_7_>#-^) 
for all k = 0, 1, 2, . . . . 

The cases k = 0 and k = 1 of (3.1) just say a0c0 = c0a0 and a0cx + 
axc0 = Co«! 4- Ciflo and so provide no restrictions. The case k = 2 reads 

aQc2 - tfi<?(c0) + <Vi + a2^o = 0̂̂ 2 - ^ i ^ o ) + ^l^i + Wo, 

whence Ciö{a^) = ^ ( C Q ) . Since d(aQ) is invertible in R, we can solve this 
equation for cx. 

Now assume, for some k ^ 2, that we have found c0, . . . , ck-X in Ä 
satisfying the cases 0, 1, . . . , / : of (3.1). In the case k + 1 of (3.1), the 
unknown cÄ+1 appears in only two terms, namely the term a0ck+i on the 
left-hand side and the term ck+ia0 on the right-hand side. Thus this equa­
tion provides no restriction on ck+1. The unknown ck appears three times, 
in the term aick on the left-hand side, and in the terms — kckd(a0) and ckax 

on the right-hand side. Thus the equation may be rewritten to express 
kckö(a0) as an /Minear combination of c0, ch . . . , ck-i and their deriva­
tives. As k and d(aQ) are invertible in R, this equation is solvable for ck. 

Therefore we can inductively find ch c2, . . . in R which, together with 
the given c0, satisfy all cases of (3.1). Setting c = 2/Lo cfi~j, we obtain 
an operator e e CT(a) such that <p(c) = c0, proving that <p is surjective. 

Therefore <p is a ring isomorphism of CT(a) onto R. 

DEFINITION. We say that a ring R has no Z-torsion if R is torsion-free 
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when considered as an abelian group, that is, nr ^ 0 for all nonzero n 6 Z 
and all nonzero r e R. 

COROLLARY 3.4. Let R be a commutative differential ring with no 7J-

torsion, and set T = i?((0-1; <?)). Let a e T be a nonzero operator with 
order 0 and leading coefficient a0. If d(a0) is a non-zero-divisor in R, then 
CT{a) is commutative. 

PROOF. Set R! = R ® z Q, and note that the natural map R -> R' is 
an embedding, because R has no Z-torsion. Identifying R with its image 
in R\ we may write all elements of R' in the form r/n, for r e R and n e N. 
The derivation d on R may be extended to R' by setting ö(r/n) = d(r)//? 
for all r e i? and n e N. Then i?' is a commutative differential Q-algebra 
containing R as a differential subring. 

Now let R" be the commutative ring obtained from R' by formally 
inverting d(a0). As ö(a0) is a non-zero-divisor in R, it is also a non-zero-
divisor in 7?', hence the natural map R' -• iT is an embedding. Extend 
ö from i?' to R" via the quotient rule. Thus R" becomes a commutative 
differential Q-algebra, containing R as a differential subring, such that 
ô(a0) is invertible in i?". 

According to Theorem 3.3, the centralizer of a in iT((0 -1; ô)) is com­
mutative. As T is embedded in iT((0 -1; 5)); we conclude that CT(#) is 
commutative. 

Corollaries 3.2 and 3.4 cover all non-central operators in case R is a 
field of characteristic zero, as follows. 

THEOREM 3.5. Let R be a field of characteristic zero with a nonzero 
derivation, let F be the subfield of constants of R, and set T = 7?((ö-1; ô)). 
Then the center of T is F. For any non-central operator a e T, the centralizer 
CT(a) is commutative. 

PROOF. Clearly F is contained in the center of T. Elements of R — F 
fail to commute with d and so are not central. There is some reR satisfying 
d(r) 7e 0, and because of characteristic zero we see that operators in 
T — R fail to commute with r. Thus the center of T is exactly F. 

Now consider an operator a e T — F. Because R is a field, the leading 
coefficient a0 of a is invertible in R. If a has nonzero order n, then n is 
invertible in F, and Corollary 3.2 shows that CT(a) is commutative. Now 
suppose that a has order 0. If d(a0) ^ 0, then <?(%) is invertible in R, 
and Corollary 3.4 shows that CT(a) is commutative. If d(a0) = 0, 
then a0 e F, whence a ^ a0. Since a0 is central in T, we have CT(a) = 
CT(a — a0). As a — a0 is a nonzero operator with negative order, the 
first case covered above shows that CT(a — a0) is commutative. Thus 
CT(a) is commutative in this case also. 
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We may also combine Corollaries 3.2 and 3.4, when R has no Z-torsion, 
to show that a pseudo-differential operator a = £ ë o afin~l, f° r which 
the set {d(an)} U {#*l i ^ n) acts like a non-zero-divisor, has a com­
mutative centralizer. This may be illustrated most easily for the case of 
the ring R of complex-valued C°° functions on the real line. Suppose, for 
example, that we are given an ordinary differential operator a — a0 + 
aid + a20

2. If I2 is an open interval on which a2 does not vanish, then by 
applying Corollary 3.2 to the ring R2 of complex-valued C°° functions on 
/2, we see that the centralizer of a is "commutative on I2\ that is, restrict­
ing the coefficients of a to functions on I2, we obtain an operator in 
R2((0~l; 5)) whose centralizer is commutative. Next, if li is an open 
interval on which a2 vanishes but ax does not vanish, a second application 
of Corollary 3.2 shows that the centralizer of a is "commutative on I{\ 
Finally, if I0 is an open interval on which ai and a2 vanish but d(a0) does 
not vanish, then Corollary 3.4 shows that the centralizer of a is "com­
mutative on IQ\ Provided 70 U A U h is dense in R, the information 
above may be patched together to show that the centralizer of a in 
i?((0_1;<5)) is commutative. 

In order to recast this method in an algebraic form, we must enlarge 
our coefficient ring to its "maximal quotient ring". For the benefit of 
non-ring-theoretic readers, we sketch the concepts involved, sticking to 
the commutative case. We shall follow the development in [14], with a 
few modifications. 

DEFINITION. Let R be a commutative ring. An ideal I of R is said to 
be dense (or rational in R) provided the annihilator of I is zero, that is, 
the only element r e R satisfying rl = {0} is r = 0. Several properties of 
dense ideals should be noted [14, p. 37] : 

(a) R is dense. 
(b) If 7 is a dense ideal of R, then any ideal containing I is dense. 
(c) If / and / ' are dense ideals of R, then so are II' and I f] V. [Recall 

that the ideal product 77' is defined as the set of all sums of products rr' 
with rei and r' e / '.] 

DEFINITION. A quotient ring (or ring of quotients) of R is a commutative 
ring Q which contains Ä a s a unital subring in such a way that for any 
xeQ, the ideal {r e R | xr e R} is dense in R, Thus for any xeQ, there 
is a dense ideal I in R such that xl E R and xi ^ {0} [14, Proposition 
6, p. 40]. Also, if y e Q and / is any dense ideal of R, then y J ^ {0} unless 
y = 0 [14, Corollary, p. 41]. 

There is always a "largest" quotient ring of R, which may be con­
structed as a direct limit of the homomorphism groups Hom#(/, R)9 where 
I ranges over the dense ideals of R [14, pp. 37, 38]. The quotient ring Q 
obtained this way has the property that all quotient rings of R embed 
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in Q [14, Proposition 6, p. 40]. For this reason, Q is called the maximal 
quotient ring (or maximal ring of quotients, or complete ring of quotients) 
of R. It follows easily from the construction of Q that given any dense 
ideal I in R and any /^-linear map / : / -> ß , there is a unique y e Q such 
thatf(r) = yr for all rei. [Namely,/ - 1(^) is a dense ideal of R, so the 
restriction of f to f-^R) is one of the "fractions" used in constructing Q.] 

PROPOSITION 3.6. [25, Corollary 2 to Theorem 4.1]. Let R be a com­
mutative ring, and let Q be its maximal quotient ring. Then any derivation 
on R extends uniquely to a derivation on Q. 

PROOF. AS usual, the derivation on R is denoted d. 
Given any xeQ, we claim there exists a unique element y e Q such 

that for some dense ideal / of R, we have xl E R and yr = ô(xr) — xô(r) 
for all rei. 

There is at least one dense ideal I of R such that xl E R> Define a 
map / : / -• Q by setting f(r) = ö(xr) - xd(r) for all r e /, and note that 
/ i s additive. Moreover, for all r e I and se R, 

f(rs) = d(xrs) — xô(rs) = 5(xr)s + xrd(s) — xd(r)s — xrd(s) = f(r)s, 

hence / is an iMinear map. Consequently, there exists y eQ such that 
yr = f(r) for all r e / . 

Suppose we also have an element y' eQ and a dense ideal / ' of R such 
that xV ü Ä and y'r — ö(xr) — x5(r) for all r eV. Then / f] V is a dense 
ideal of R, and (y — y')r = 0 for all r e I f| / ' , whence y = y'. Therefore 
y is unique, and the claim is proved. 

For any x e g, we now define ô\x) to be the unique element y eQ 
given in the claim. Note that if x e R, then since d(x)r = ô(xr) — xö(r) 
for all r e R, we must have d'(x) = d(x). Thus 3' : g -* Ö is a map ex­
tending 3. 

Given jq, x2 e Q, choose dense ideals Ih I2 in R such that each Xjlj Ü R 
and <5,(*/)>* = <?(*/) - Xjô(r) for all r e IJm Then ^ f| I2 is a dense ideal 
of R, and (jq + x2)(h fi 4) E /?• Since 

(<?'(xi) + « r t e » = ô(xxr) - Xld(r) + 5(x2r) - x2d(r) 

= 5((*i + x2)r) - (^i + ^2)5(r) 

for all r e Ix [\ 72, we see that df(x1 + x2) = 5'(xi) + d'(x2). 
Also, 7i/2 is a dense ideal of /?, and fax^ihh) = (^1^1X^2) = R-

For any rx G IX and r2 e 72, we obtain 

(d'(*i)*2 + x1d
,(x2))(r1r2) = 5f(x1)r1x2r2 + x1rlÔ\x2)r2 

= (Sfori) - Xi5(ri))x2r2 + *iri(3(x2r2) - x25(r2)) 

= 5(^1X2^2) - Xix25(rir2). 
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Taking sums, it follows that (d'(xi)x2 + *i5'(*2))r = d(xix2r) — x1x28(r) 
for all r s Iil2, whence <?'(*i*2) = ô'(x{)x2 + x1ô

,(x2). 
Therefore ô' is a derivation on Q, extending <?. We leave the uniqueness 

of d' as an exercise for the reader. 

DEFINITION. A ring Q is (von Neumann) regular provided that given 
any xeQ there is some y e Q satisfying xyx = x. Note that the product 
xy is idempotent, that is, (xy)2 = xy. Idempotents are common in regular 
rings, since every finitely generated one-sided ideal in a regular ring 
can be generated by an idempotent [14, Lemma, p. 68]. It is clear from 
this abundance of idempotents that every regular ring is semiprime. 

PROPOSITION 3 J, If Ris a semiprime commutative ring, then its maximal 
quotient ring is a regular ring. 

PROOF. [14, Proposition 1, p. 42]. 

THEOREM 3.8. Let R be a semiprime commutative differential ring with 
no Z-torsion, and set T = R^O"1; <?)). Let a = S^o^M?"-' be an operator 
in T, with neZ and all a{ e R. Assume that the set 

A = {ô(an)} U k l / = 0 ,1 ,2 , . . . ; / # / ! } 

has zero annihilator in R, that is, rA ^ {0} for all nonzero r s R. Then 
CT(a) is commutative. 

PROOF. Let Q be the maximal quotient ring of R. Extend the derivation 
from R to Q by Proposition 3.6, and note from Proposition 3.7 that Q 
is a regular ring. 

Suppose x e Q and xA = {0}. There is a dense ideal I in R such that 
xl e R. For any rei, we have xreR and (xr)A = {0}, whence xr = 0 
by our hypothesis on A. Then xl = {0}, hence x = 0. Therefore A has 
zero annihilator in Q. In the same manner, since R has no Z-torsion it 
follows that Q has no Z-torsion. 

Inasmuch as it suffices to show that the centralizer of a in Q((d~1', ô)) 
is commutative, we may replace R by Q. Thus we may assume, without 
loss of generality, that R is a regular ring. 

Define b0, bh ... 6 R so that bj = aj for ally ^ n, but bn = d(an). We 
define ideals 70, / b . . . in R by setting 7y = b0R + b±R + • • • + bjR, 
that is, Ij is the collection of all Ä-linear combinations of b0, . . . , bj. 
Then each Ij is a finitely generated ideal of R, and 70 E A E 

As 7* is regular, there exist idempotents f0, f, f2, . . . in 7? such that 
fjR = Ij for all j [14, Lemma, p. 68]. Set e0 = /0, and set e;- = / y - fHX 

for all 7 = 1, 2, . . . . These ej are idempotents in 7?, they are pairwise 
orthogonal (that is, ejek = 0 whenever j ^ k), and 7y = (e0 + ex + • • • 
4- ey)7? for all j . Since each òy e 7y, each element of A is an ^-linear 
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combination of the ey, hence the set {e0, eh . . . } has zero annihilator in 
R. Consequently, we see that the only operator t e T for which ejt = 0 
for all y is t = 0. 

We claim that each e;- is a constant. Differentiating the equation 
éj = ej9 we obtain lefiiej) = d(e3). Multiplying this equation by es 

yields 2eß(e]) = efîiej), whence efi{ej) = 0. Returning to the equation 
2efi(ej) = d(ej), we obtain 5{ej) = 0, as claimed. 

As a result, the ring e;R is a differential ring (with identity element 
ej), and (ey7?)((Ö_1; ô)) = efT. Also, ey commutes with everything in T, 
so CT(a) E CT(eft). We shall show that each of the centralizers 

Cy(«) = CejT(eja) 

is commutative. 
First suppose that y < «. For / = 0, 1, . . . , j — 1, we have eftt- = 0. 

Since each of a0, . . . , tfy_! is an ^-linear combination of e0, . . . , ey_l9 we 
see that ^ ^ = 0 for / = 0, . . ,,j — 1. On the other hand, ej = a0r0 + 
• • • + a/y for some r0, . . . , ry 6 R. Multiplying this equation by éj, we 
obtain e;- = (eja^iejrj), showing that epj is an invertible element of the 
ring ejR. Thus eft is an operator in esT with order n — j and leading 
coefficient eftj invertible in ejR. Also, n — j is a non-zero-divisor in eyi?, 
because R has no Z-torsion. Consequently, Corollary 3.2 shows that 
Cj(a) is commutative. 

Next consider the case j = n. Proceeding as above, we see that ena is 
an operator in enT with order 0 and leading coefficient enan, and ô(enan) 
is invertible in enR. In this case, Corollary 3.4 shows that Cn(a) is com­
mutative. 

Finally, suppose that j > n. Here we find that eft = a + b for some 
constant a in eyR and some operator b eejT with order « — j and leading 
coefficient eyay which is invertible in esR. The centralizers of eft and b 
in e y r coincide because a is central, hence another application of Corol­
lary 3.2 shows that Cj(a) is commutative in this case also. 

Therefore all the Cy(a) are commutative. Given any b, e e CT(a), we 
have ejb and eft in Cy(a) for any y, whence (ejb)(eft) = (eft)(ejb). Thus 
ey(6c — c&) = 0 for all y, and consequently be — cb = 0. Therefore CT(a) 
is commutative. 

We now turn to the structure of centralizers in pseudo-differential 
operator rings, seeking analogs of results such as Theorem 1.2. Here we 
have a Laurent series field F((cr1)) automatically contained in the cen-
tralizer of an operator a of positive order, and we seek to bound the di­
mension of the centralizer of a over this field. 

THEOREM 3.9. Let R be a semiprime commutative differential ring, such 
that the subring F of constants of R is a field, and set T = 7?((0-1 ; <5)). 
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Let ae T be an operator with positive order n and leading coefficient aQ, 
such that n is invertibie in F and #0 w invertibie in R. Let t be the smallest 
positive integer such that aa^has an n-th root in Rfor some nonzero constant 
aeF. Then n is divisible by t, there exists an operator beT such that 
bn = aal, and CT(a) = F((b~1)). In particular, CT(a) is an extension field of 
Fda-1)) of dimension n/t. 

PROOF. Since a% has an n-th root in R, we see that t exists, and t ^ n. 
Now aat is an operator with order nt and leading coefficient aafa and aa% 
is invertible in R. Since n is invertible in R as well, Proposition 2.7 shows 
that there exists an operator b e T of order t satisfying bn = aaK Write out 

a = L e o afi*-*, b = L£=o bßi~i w i t h t h e a*> b3 e R a n d bo = aao- S i n c e a 

and a0 are invertible in R, so is bQ. Applying ö to the equation 65 = aafr, we 
obtain « J f W = atoj-^teo)» whence 5(*0) = (t/nXaaQ^Öda^b^bo 

= (//»KWo. 
We claim that if s e Z and /3 e F such that ß # 0 and ßag has an «-th 

root in JR, then s must be divisible by t. 
Write s ~ qt + r with q, r eZ and 0 ^ r !g f — 1. There is some 

w G R such that 

w" = ßas
0 = ß(a&ar

0 = ßa-«bWar
09 

whence (ub^Y = (ßa~q)aft. As ßar9 is a nonzero element of F, the mini­
mality of t forces r = 0, and so t divides s, as claimed. 

In particular, since #g has an n-th root in i?, it follows that n is divisible 
by t. This implies in turn that t is invertible in F. 

As as F and a1 = o r 1 ^ , we see that b commutes with at. Thus a and 
6 both lie in C^a'). The operator a1 has order «£ and leading coefficient 
af), both of which are invertible in R. Consequently, CT{af) is commutative, 
by Corollary 3.2. Thus a and ò must commute, and so F((è-1)) ü CT(a). 

We now claim that if c is any nonzero operator in CT(a) of order s, 
then s is divisible by t, and there exists a constant ^ e F such that c — ybs/t 

has order less than s. Write c = 2 £ o Q05-' with the Q e Ä and c0 ^ 0. 
Comparing coefficients of 0W+S_1 in the equation ac = ca9 we find that 

naoö(c0) + 0(A + ^ o = schifa) -f c^i + ci^o 

whence <?(c0) = (s/n)a^l5(aQ)c0. Setting /3 = cgtfö~5> we compute that 

ö(ß) = ncrlô(cQ)aôs - JcJWf'-tffa,) = 0, 

hence ße F and eg = ßas
Q. Since c0 T* 0 and 7? is semiprime, we must have 

eg 7* 0, and so ß # 0. As /3<2§ has an n-th root in R, the claim proved 
above shows that s = mt for some m e Z. Setting 7* = CQV", we compute 
that 
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Sir) = S(c0)böm - mcobô^ôibo) 

= (sln)aö1ö(a0)c0böm - m(t/n)c0böm-WS(ao)bo = 0, 

hence y G F and cQ = j-bff. Thus c — jbm has order at most s — 1, as 
claimed. 

We apply this claim inductively, as follows. Given a nonzero operator c 
in CT(d) of order s, we have s = mt for some meZ. Then we obtain 
constants y0, 71, . . . in F such that for all k = 0, 1, 2, . . . , the operator 
c — j-0b

m — ^i^m _ 1 — • • • — Tkbm~k has order less than (m — k)t. As a 
result, c = Ì]£=or*èw"*> whence c e F ( ( H ) ) . 

Therefore CT(a) = F((&-1)). In particular, CT(a) is an extension field 
of FCO"1)). As Z>" = aa\ we have F((Z>-«)) = F((ÛTO). NOW CT(a) is an 
extension field of F{{b~n)) of dimension n, and F((a-1)) is an extension 
field of F((ß~0) of dimension t. Since 

dimF((fl-0)(CT(tf)) = dimF((a-i))(CT(«))-dimir((ß-0)(F((a-1))), 

we conclude that CT(a) has dimension n/t over F ( (Û - 1 ) ) . 

We conjecture that an analog of Theorem 1.11 should hold as well. 
Namely, given a differential field R with subfield F of constants, and 
an operator a G R{{6~1 ; ô)) of positive order n, the centralizer of a in 
i?((ö_1; 5)) should have dimension at most n2 over the field F((âf-1)). 

IV. Differential operator rings, Part 2. We return in this section to cen­
tralizes in differential operator rings, using the commutativity results 
proved in the previous section to obtain commutativity results here also. 
In particular, for a differential operator a over a commutative differential 
ring R, such that the order of a and the leading coefficient of a are non­
zero-divisors in R, the centralizer of a in R[0; d] is commutative. In case 
R is semiprime and has no Z-torsion, and the subset of R consisting of the 
derivative of the zero-th order coefficient of a together with the remaining 
coefficients of a has zero annihilator in R, then the centralizer of a is again 
commutative. When R is the ring of complex-valued C°° functions on the 
real line, we find necessary and sufficient conditions for the centralizer of 
a given differential operator to be commutative. 

Such commutativity results were first proved by Schur in [24] for an 
unspecified case (probably complex-valued C°° functions on the real line) 
by working within the ring of formal pseudo-differential operators, as we 
have done. The C°° function case also appeared in Flanders [8, Theorem 
10.1], and was rediscovered later by Krichever [13, Corollary 1 to Theorem 
1.2]. In the meantime, Amitsur had proved the commutativity result for 
the case when R is a differential field of characteristic zero [3, Theorem 1]. 
For R a commutative differential Q-algebra containing no nonzero nil-
potent solutions to equations of the form d(x) = ax, the commutativity 
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of centralizers was proved by Carlson and the author [6, Theorem 1.4]. 
These results are all subsumed in the following theorem. 

THEOREM 4.1. Let R be a commutative differential ring, and set S = 
R[d; d]. Let at S be an operator with positive order n and leading co-
efficient a„. Ifn and an are non-zero-divisors in R, then Cs(a) is commutative. 

PROOF. Set T = R((d-l\ 5)). Then S is a subring of T, and Cs(a) is 
a subring of CT(a). Inasmuch as CT(a) is commutative by Corollary 3.2, so 
is Cs(a). 

COROLLARY 4.2. Let R be a semiprime commutative differential ring, 
such that the subring F of constants ofR is afield, and set S = R[0; d]. 
Let a e S be an operator with positive order n and leading coefficient an. 
Ifn is invertible in F and an is invertible in R, then Cs(a) is a commutative 
integral domain. 

PROOF. We obtain commutativity from Theorem 4.1, while Lemma 1.1 
shows that there are no zero-divisors in the ring Cs(a). 

THEOREM 4.3. Let Rbe a semiprime commutative differential ring with no 
Z-torsion, and set S = R[0; <?]. Let a = a0 + ax0 + a20

2 4- • • • + and
n 

be a nonzero operator in S, with all at- e R. If the set {d(aQ), a\, a2, . . ., an} 
has zero annihilator in R, then Cs(a) is commutative. 

PROOF. If T = R((0-1; <?)), then CT(a) is commutative by Theorem 3.8, 
whence Cs(a) is commutative. 

COROLLARY 4.4. Let R be the ring of complex-valued C°° functions on the 
real line, and set S = R[d; <?]. Let a = aQ -f aß + a20

2 -+ - • • •+ and
n 

be a nonzero operator in S, with all a{ e R. Then Cs(a) is commutative if 
and only if there is no nonempty open interval on the line on which the fune-
tions <5(%), fli, a2, ..., an all vanish. 

PROOF. If Cs(a) is not commutative, then by Theorem 4.3 there must 
exist a nonzero function b e R such that bd(ao) = bax = ba2 = • • • = 
ban = 0. There is a nonempty open interval / on which b does not vanish, 
hence d(a0), ah a2, ..., an must all vanish on /. 

Conversely, assume there is a nonempty open interval / on which 
<?(%), ah a2, ..., an all vanish. Choose a function e e R which is nonzero 
and non-constant on /, but which vanishes outside /. The derivatives of c 
must also vanish outside /, hence all coefficients of the operator ac — ca 
vanish outside /. On the other hand, inside / we have a = aQ with a0 

constant, so the coefficients of ac — ca must also vanish inside /. Thus 
ac - ca = 0, and c G Cs(a). Similarly, ed e Cs(a). However, as c is non­
zero and non-constant on /, we have cd(c) =£ 0, hence c and ed do not 
commute. Therefore Cs(a) is not commutative. 
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V. Fractional differential operator rings. In this final section, we in­
vestigate centralizers in division rings of fractions of differential operators. 
Specifically, we start with a differential field R, form the differential oper­
ator ring S = R[0; d], which is a principal right and left ideal domain, 
and then form the Ore quotient ring Q of S, a division ring containing S 
as a subring such that every element of Q can be written as a fraction with 
numerator and denominator coming from S. Our study of centralizers in 
Q is aided by the fact that Q may be naturally embedded in the pseudo-
differential operator ring R^d'1 ; ô)% enabling us to apply some of the 
results of previous sections. 

Commutativity results are of course the most direct applications of 
previous results. Specifically, we prove that if a is any nonzero element of 
Q whose order is invertible in R, then CQ(a) is commutative. Also, if R 
has characteristic zero and a is any element of Q not in the subfield of 
constants of R, then CQ(a) is commutative. This result was proved by 
Van Deuren in [26, Corollaire (Théorème 1); 27, Théorème III.2.1]. 

Given a nonzero a e Q, the centralizer CQ(a) clearly contains the field 
F(a), where F is the subfield of constants of R, and in several cases we 
prove that CQ(a) must be finite-dimensional over F(a). For example, if 
a is an operator in R[0; 5] with positive order n, then CQ(a) is a finite-
dimensional division algebra over F(a), of dimension at most n2; if also 
n is invertible in F, then CQ(a) is a field extension of F(a) of dimension a 
divisor of n. If a = be-1 for some commuting operators b, ceR[d; d] 
of orders«, k with« — k invertible in F, then Cö(a)isa finite-dimensional 
extension field of F(a) of dimension at most n2 + k2 (actually we obtain 
a somewhat lower, but more involved, bound on this dimension). In 
general, for a e Q of nonzero order, we know of no examples where 
CQ(a) is infinite-dimensional over F(a), and we conjecture that it must 
always be finite-dimensional. 

PROPOSITION 5.1. Let R be a differential field, and set S = R[6; <?]. 
Then S is a principal right and left ideal domain. 

PROOF. Clearly S has no zero-divisors and so is an integral domain. 
Consider an arbitrary right ideal / of S. As the zero ideal is certainly 

principal, assume that / ^ {0}. Choose a nonzero operator a e I with 
minimal order. Then aS E /, and we claim that aS = /. 

Given b e /, we may, because the leading coefficient of a is invertible 
in R, divide a into b, obtaining b = aq + r for some q,r e S with ord(r) < 
ord(tf). Since a, bel and r = b — aq, we have rei, hence the minimality 
of ord(a) forces r = 0. Now b = aq and so b e aS. 

Thus / = aS as claimed, whence / is principal. Similarly, all left ideals 
of S are principal. 
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COROLLARY 5.2. (Ore) [19, pp. 226, 227]. Let R be a differential field, 
and set S = R[0; 5]. Given any nonzero operators a, b e S, there exist 
nonzero operators x, y, z, w e S such that ax = by and za = wb. 

PROOF. TO obtain x and y, the intersection &S f| bS m u s t be nonzero. 
If not, then the right ideal aS + bS is actually the direct sum of aS and bS. 
As S is a principal right ideal domain, aS + bS = cS for some nonzero 
ce S. Then the map s »-* es defines an isomorphism of S onto aS © bS 
(as right S-modules), whence S = I ® J for some proper right ideals 
/ and / . Write 1 = e + / with eel a n d / 6 / . On one hand, eel implies 
efe I, while on the other hand, ef = / — f2 and so ef e J. Consequently, 
ef = 0, hence either e = 0 o r / = 0. Since/lies in the proper right ideal 
/ , we cannot have / = 1, whence e ^ 0. But t hen / = 0 and e = 1, which 
contradicts the fact that / is proper. 

Therefore aS f] bS # {0}, from which the existence of x and y follows. 
The existence of z and w is obtained by a symmetric argument. 

In [18, 19], Ore used the common multiple properties obtained in 
Corollary 5.2 to construct a division ring Q whose elements are formal 
quotients of elements of S. However, since we already have available a 
division ring containing S as a subring, namely i?((0_1; <?)) [recall Corol­
lary 2.5], we may simply construct Q as a sub-division-ring of i?((ô_1 ; 5)), 
as follows. 

PROPOSITION 5.3. Let R be a differential field, and set S = R[0; g\. Set 
T = Rdd-1; <?)), and let Q = {ab-1 \a, be S and b # 0}. Then Q is a sub­
division-ring of T, and also Q = {c~ld \c,deS and c ^ 0}. 

PROOF. Consider nonzero elements afa* and afa1 in Q, where ah bh 

a2, b2 are nonzero operators in S. By Corollary 5.2, there exist nonzero 
operators x, y e S such that bxx = b2y, whence 

(afa1) ± (afa1) = (a^x'fa1) ± (a^y-fa1) = iflxx ± a^X^x)-1. 

Thus Q is closed under addition and subtraction. Using Corollary 5.2 
again, we obtain nonzero operators u, v e S such that a2u = biv, hence 
bYla2 = vu-1. Thus (afa^afa1) = a^vu-fa1 = (tfiv)(62w)_1, proving 
that Q is closed under multiplication. Therefore Q is a subring of T. 
Lastly, we have (flier1)"1 = b^ï1, which of course lies in Q. Therefore Q 
is a division ring. 

Given a nonzero element ab*1 e Q, where a, ò are nonzero operators in 
S, we use Corollary 5.2 to obtain nonzero operators c, de S such that 
ca = db, whence ab'1 = c_1rf. Conversely, given c~xd, where c, d are 
nonzero operators in S, Corollary 5.2 provides nonzero operators a,b e S 
such that ca = db, hence c~xd = «è -1 . Therefore Q = {c_1öf | e, rf e S and 
c * 0 } . 
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DEFINITION. In the situation of Proposition 5.3, the division ring Q is 
called the division ring of quotients of S (or the Ore quotient division 
ring of S), and we sometime refer to the elements of Q as fractional linear 
differential operators. For notation, we write Q = R(0; d), as the form of 
Q is analogous to that of a rational function field. In fact, if d is the zero 
derivation on the field R, then Q is exactly the rational function field 

Since we have constructed R(d; ô) as a subring of i?((0-1; ô))9 every ele­
ment of R(d; 5) comes equipped with an order and a leading coefficient. 
If an element of R(d; d) is expressed in the form ab-1 with a, be R[d; 5] 
and b ^ 0, then the order and the leading coefficient of ab~l are easily 
determined from a and b, namely 

ord(a£_1) = ord(tf) - ord(è), 

l.coeff.(^-i) = p.coeff.(a)][l.coefr.(6)]-1, 

and similarly when elements of R(0; d) are written in the form c~ld. On the 
other hand, if one constructs R(d; d) formally, following Ore's original 
procedure, then these equations may be used to define orders and leading 
coefficients for elements of R(6; ô), and the common multiple properties 
(Corollary 5.2) can be applied to show that these are well-defined. 

THEOREM 5.4. Let R be a differential field, and set Q = R(0; ô). If a is 
any nonzero element of Q whose order is inver tibie in R, then CQ(a) is 
commutative. In fact, CQ(a) is a maximal subfield of Q. 

PROOF. Set T = R((d~l\ S)). As CT(a) is commutative by Corollary 3.2, 
CQ(a) must be commutative as well. 

Clearly the inverse of any nonzero element of CQ(a) also lies in CQ(a), 
hence CQ(a) is a subfield of Q. If K is any subfield of Q that contains a, 
then the commutativity of K implies that K E CQ{a). Thus CQ(a) is maxi­
mal among subfields of Q. 

THEOREM 5.5. Let Rbe a differential field of characteristic zero, let F be 
the subfield of constants of R, and set Q = R(d; d). Let a be a nonzero 
element of Q with order 0 and leading coefficient a0. If aQ$ F, then CQ(a) 
is isomorphic (as an F-algebra) to a subfield of R that contains F. Thus 
CQ(a) is commutative, and is a maximal subfield of Q. 

PROOF. Set T = ^((ö"1; ô)). Since a0 $ F, we have 5(a0) invertible in R, 
hence Theorem 3.3 provides a ring isomorphism of CT(a) onto R. We 
note that this isomorphism must, in the present context, be an F-algebra 
isomorphism, hence it restricts to an F-algebra embedding of CQ(a) into 
R. As CQ(a) is a division algebra, the image of CQ(d) under this embedding 
must be a subfield of R that contains F. 
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In particular, it follows that CQ(a) is commutative. As in Theorem 5.4, 
we conclude that CQ(O) is a maximal subfield of R. 

Combining Theorems 5.4 and 5.5, we obtain the following result, an­
alogous to Theorem 3.5. 

THEOREM 5.6. Let R be a field of characteristic zero with a nonzero 
derivation, let F be the subfield of constants of R, and set Q = R(0; d). 
Then the center ofQ is F. For any non-central element aeQ, the centralizer 
CQ(a) is a maximal subfield of Q. Conversely, all maximal subfields of Q 
have the form CQ(a) for non-central elements aeQ. 

PROOF. The proof that F is the center of Q is the same as in Theorem 
3.5; namely, it is clear that elements of Fare central in Q, while elements 
of R - F fail to commute with d, and elements of Q - R fail to commute 
with elements ofR — F (which is nonempty because d ^ 0). 

Given any non-central element a e ß , w e may show that CQ(a) is com­
mutative either as an application of Theorem 3.5, or as an application of 
Theorems 5.4 and 5.5 using the method of Theorem 3.5. It then follows 
that CQ(a) is a maximal subfield of Q. 

Finally, consider a maximal subfield K of Q. As F is not a maximal 
subfield of Q [for instance, F(0) is a subfield of Q properly containing F], 
we may choose an element ae K — F. Then K g CQ(a) because K is com­
mutative. On the other hand, CQ(a) is a subfield of Q by the previous 
paragraph, hence we conclude from the maximality of K that K = CQ(a). 

By analogy with Theorems 1.2, 1.11, and 3.9, we might expect a result 
of the following sort. Given a differential field R with subfield F of con­
stants, and an element a with nonzero order n in the division ring Q = 
R(d; 5), the centralizer CQ(a) should be a finite-dimensional division 
algebra over the field F(a), of dimension at most n2 in general, and of 
dimension dividing n in case n is invertible in F. Such a result does hold 
when a is an operator in R[0; d], as we show in Theorem 5.8, but in general 
the situation is not as nice as expected. For instance, the dimension of 
CQ(a) over F(a) is not bounded by any function of the order of a, as 
Example 5.9 shows. It is not clear, in fact, whether in general CQ(a) must 
necessarily be finite-dimensional over F{a). 

PROPOSITION 5.7. Let R be a differential field, let F be the subfield of 
constants ofR, and set S = R[d; d] and Q = R(d; d).IfaeS is any nonzero 
operator, then 

CQ{a) = {uv-11 u e Cs(a); v e F[a]; v * 0}. 

PROOF. Obviously if u e Cs(a) and v e F[a] with v ^ O , then uv~l is in 
CQ(a). 
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Conversely, consider a nonzero element x e CQ(a), and write x = bc~l 

for some nonzero operators b, ce S. According to Corollary 5.2, there 
exist nonzero operators ah ch d, dx in S such that aci = cai a n d cdi = cxd. 
Set a2 = aid and c2 = Cid = cdx, and note that ca2 = caid = acid = ac2, 
whence c~la = a2c2

l. Then 

abdic2
l = abdi(cdi)~x = abc~l = ax = xa = oc-1« = ôa2

f2 * 

and so abdx = 6fl2. In addition, a o ^ = ac2 = ca2. In S2, which is both a 
left and a right 5-module, we thus have a(b, c)dx = (b, c)a2. 

We define a subset W of £2 by setting W = {H> e S2 | îw G (6, C)5 for 
some nonzero s e S}. It is an easy exercise, using Corollary 5.2, to show 
that W is a right S-submodule of S2. Given any nonzero we W9v/e have 
H\s = (b, c)y for some nonzero s, s' e S. In addition, s't = dxt' for some 
nonzero t, t' e S (Corollary 5.2 again), whence aw(st) = a(b, c)s't = 
tf(6, c)dit' = (b, c)a2t' and so aw e W. Thus aW ^ W. 

Inasmuch as S is a principal ideal domain (Proposition 5.1), all sub-
modules of free S-modules are free [11, Theorem 17, p. 43]. Thus W must 
be a free right S-module. Passing to the right vector space Q2 over g, 
we see that WQ has the same dimension over Q as the rank of W. On 
the other hand, we see from the definition of W that WQ = (b, c)Q, so 
that WQ is one-dimensional. Thus i^is a free right S-module of rank one. 

Now W = (y, z)S for some y,zeS. In particular, as (b, e) e W we have 
(ft, c) = (j>, z)p for some/7 G S. Consequently, y, z ^ 0 and j>z-1 = ypizp)-1 

= ôc_1 = x. Since aW ^ W, we must have a(j , z) = (y, z)q for some 
# G S. In particular, #z = zq, hence a belongs to the set J = {s e S \ 
sz e zS}. Note that / is an F-algebra, and that zS is an ideal of / . Ac­
cording to Corollary 1.10, dimF(J/zS) g ord(z)2, so that JjzS is a finite-
dimensional F-algebra. 

As a result, the image of a in J/zS must be algebraic over F. Thus there 
must exist a nonzero operator v G F[a] which vanishes modulo zS, that 
is, v G zS. Now v = zr for some nonzero r e S. Setting u = yr, we obtain 
x = yz~l = yr{zr)~l = wv_1. Since v is in F[a], it commutes with a, as 
does x. Thus the operator u = xv also commutes with a. 

Therefore x = wv-1 with u e Cs(a) and v G F[a], as desired. 

THEOREM 5.8. Let R be a differential field, let F be the subfield of con­
stants of R, and set Q = R(0 ; 3). Let a e R[0 ; d] be an operator with 
positive order n. Then CQ(a) is a finite-dimensional division algebra over 
F(a), of dimension at most n2. Moreover, if n is invertible in F, then CQ(O) 
is a finite-dimensional field extension ofF(a), of dimension a divisor of n. 

PROOF. Set S = R[0; <?]. According to Theorem 1.11, Cs(a) is a free 
F[û]-module of rank at most n2. Obverving that any basis for Cs(a) as a 
free F[ö]-module is also a basis for the algebra 
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C = {wv-i | u G Cs(a); v e F[a]; v ï 0} 

over F(a), we see that C is a finite-dimensional i^ -a lgebra of dimension 
at most n2. As CQ(a) = C by Proposition 5.7, this proves the first part of 
the theorem. 

If« is invertible in F, then CQ(a) is a field, by Theorem 5.4. In addition, 
Theorem 1.2 shows that Cs{a) is a free F[a]-module of rank dividing 
n, hence we conclude that the dimension of CQ{a) over F(a) must divide n. 

Unfortunately, the dimension estimates in Theorem 5.8 do not hold 
for other centralizers, as the following example shows. 

EXAMPLE 5.9. Let R be any differential field, let F be the subfield of 
constants of R, and set Q = R(6; d). Let n be any positive integer, and 
set a = 6n+1(0n + I)"1 in Q. Then a has order 1, but CQ(a) is an (n + 1)-
dimensional extension field of F(a). 

PROOF. According to Theorem 5.4, CQ(a) and CQ(0) are both commuta­
tive. As a and 0 commute, it follows that CQ{a) = CQ(0). The centralizer 
of 0 in R[0; 5] is obviously F[0]9 hence we see by Proposition 5.7 that 
CQ(0) = F(0). Thus CQ(a) = F(d). 

Note that 0n+1 — adn — a = 0. Since a is transcendental over i% it is a 
prime element of the unique factorization domain F[a], hence Eisenstein's 
Criterion shows that the polynomial xn+l — axn — am F(a)[x] is ir­
reducible. Therefore F(6) is an (n + l)-dimensional field extension of 
F(a). 

Taking a cue from this example, we proceed to derive a modified version 
of Theorem 5.8 that will cover the centralizer of a fractional differential 
operator whose numerator and denominator commute. We first need 
some estimates on the dimensions of certain field extensions, as in the 
following lemma. We are indebted to R. Donagi and S. Katz for the 
method used. 

LEMMA 5.10. Let R be a differential field, let F be the subfield of con­
stants of i?, and set Q = R(0 ; 5). Let b, e e R[0 ; d] be operators with 
distinct positive orders n and k, set a = be-1, and let m be the greatest 
common divisor of n and k. Assume that be = cb. Then the dimensions of 
the subfield F(b, c) ofQ over the subfields F(a), F(b), F(c) are related by the 
inequality 

dimFia)(F(b, c)) g dimFib)(F(b9 c)) + dimF{c)(F(b, c)) - mm{n/m,k/m}. 

PROOF. AS F(b, c) S CQ(b) f] CQ{c\ the dimensions s = dimF(b)(F(b, c)) 
and t = dimFic)(F(b, c)) are both finite, by Theorem 5.8. Let x and y be 
independent commuting indeterminates. Since c~x lies in F(b, c), it satisfies 
a nonzero polynomial in F(b)[y] of degree at most s. Viewing F(b) as the 
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quotient field of Ffé"1], we may clear denominators from the polynomial 
just obtained, and get one of the same degree whose coefficients all lie 
in Fib-1]. In other words, there is some nonzero p e F[x, y] such that 
p(b~x, c~l) = 0 and p has degree at most s in y. Similarly, there is a non­
zero q 6 F[x, y] such that q(b~\ c~l) = 0 and q has degree at most t in x. 

Now set P = {/e F[x, y] \f(b~\ c~l) = 0}, which is an ideal of F[x, y]. 
Since F[x, y]/P is isomorphic to the integral domain P[£ -1, r - 1 ] , we see 
that P i s a prime ideal. Also, p, q e P, so P is nonzero. On the other hand, 
as n, k > 0 the fractional operators b~\ c~l are transcendental over F, 
hence the algebra F[b~x

9 c
_1] cannot be finite-dimensional over F. Thus 

F[x, y]/P is infinite-dimensional over F. One of the standard versions of 
the Hilbert Nullstellensatz—e.g., [4, Corollary 5.24]—says that F[x, y] 
modulo any maximal ideal must be finite-dimensional over F. Therefore 
P is not a maximal ideal of F[x, y]. 

A well-known fact about the ring F[x, y] is that it does not contain a 
chain P0 <= Pl cz P2 cz P 3 of four distinct prime ideals [16, Corollary, 
p. 83]. As we can already build a chain 0 <= P a M (where M is any 
maximal ideal containing P), there cannot be any nonzero prime ideals 
properly contained in P. Since F[x, y] is a unique factorization domain, 
it follows that P must be a principal ideal [12, Theorem 5]. Let g be a 
generator for P. 

As p and q lie in P, they each must be divisible by g. Consequently, g 
has degree at most tinx and degree at most s in y, so that 

t s 

g = L ZI a,7*>y 

for some cr/y G P, not all zero. Thus 

(5.1) t Ìcct.jb-ic-J = 0. 

Note that each term b^c-J has order — w — y'fc. We now check that a 
number of these terms have distinct orders. 

If in -hjk = i'n + j'k, then (/ — V)n = ( / - j)k, and so (z — i')(n/m) 
— W — j)(klm)- Since njm and fc/w are relatively prime, this can 
happen only if njm divides j ' — j and k/m divides / — /'. Thus for i = 0, 
1, . . . , min {/, (k/m) — 1} andy* = 0, 1, . . . , min{^, (n/m) - 1}, the terms 
b-'c-J all have distinct orders. In particular, the terms b-^crJ for which 
in + jk < nk/m all have distinct orders. Now rewrite equation (5.1) in 
the form 

(5.2) E È ocijb-ic-ì = - t E cLiìb-ic-K 
i=0 j=0 i=0 .7=0 

in+jk<nk/m in+jk^nk/m 
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The nonzero terms a^b-ic-i on the left-hand side of equation (5.2) all 
have distinct orders greater than —nk/m, whence this left-hand side either 
vanishes or has order greater than —nk/m. However, the right-hand side 
of (5.2) has order at most —nk/m, hence both sides of (5.2) must vanish. 
Consequently, #,-/ = 0 for all /, j satisfying in + jk < nk/m. 

Set / = min{«, k}. For any nonnegative integers i,j satisfying i 4- j < 
//m we have 

in + jk g (i + y)max{«, k) < (//m)max{n, k) = nk/m 

and so a;j = 0. Now multiply equation (5.1) by bs+t, obtaining 

(5.3) £ £ ccijbs+t-i-iibc-iy = 0. 

Since a;; = 0 whenever i + j < //m, the highest power of b appearing in 
equation (5.3) is s + t — (//m). Thus b is algebraic over the field F(a) of 
degree at most s + t — {//m). Inasmuch as F(b, c) = F(a)(b), we conclude 
that dimFia)(F(b, c)) ^ s + t - (//m), as desired. 

THEOREM 5.11. Le/ R be a differential field, let F be the subfield of con­
stants of R, and set Q = R(6; 5). Let b, e e R[d; d] be operators with 
distinct positive orders n and k, set a = bc~l, and set / = min{«, k}/ 
gcd{n, k). If be — cb and n — k is invertible in F, then CQ(a) is a finite-
dimensional extension field of F(a), and 

(n + k2 - / ifn~leF, 

dimF{a)(CQ(a)) ^ln2 + k - / ifk^eF 

[n + k - / ifrr\ k^eF 

PROOF. Recall from Theorem 5.4 that CQ(a) is a subfield of Q. 
Since n — k is invertible in F, at least one of n, k must be invertible in 

F. Thus, interchanging b and c if necessary [which is harmless because 
cb~l = a-1], we may assume that n is invertible in F. Consequently, a 
second application of Theorem 5.4 shows that CQ(b) is a subfield of Q. 
Now Q?(a) and CQ(Z>) are both commutative, and a and b commute as 
well, hence CQ(a) = CQ(b). As anything in CQ{a) commutes with both a 
and b and so commutes with c, we also have CQ(a) ü Q^c). 

Applying Theorem 5.8 to the centralizers CQ(b) and CQ(c), we find that 
CQ(a) has dimension at most n over JF(Z>), and CQ(a) has dimension at 
most k2 over F(c). Set r = dimF(M)(Cö(tf)); ^ = dimF(b)(F(b, c)); t = 
dimF(c)(F(b, c)). Thus rs ^ n and r/ ^ A:2. According to Lemma 5.10, 
dimF(a)(F(b, c)) ^ 5" + t — / , and therefore 

dimFia)(CQ(a)) <> r{s + t - /) ^ rs + rt - / ^ n + k2 - /. 

In case n and A: are both invertible in F, Theorem 5.8 shows that rs ^ n 
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and rt ^ k, whence the dimension of CQ(a) over F(a) is at most« + k — /. 

The sharpest case of Theorem 5.11 occurs when n and k are relatively 
prime, and are both invertible in F, since then n + k — / i s just the 
maximum of n and k. This value is attained, as Example 5.9 shows. 

COROLLARY 5.12. Let R be a differential field of characteristic zero, let 
F be the subfield of constants of R, and set Q = R(0; d). Let b, c e R[0; d] 
be nonzero operators with orders n and k, set a = bc~l, and assume that 
a$ F. If be = cb and n + k > 0, then CQ(a) is a finite-dimensional field 
extension of F(a), of dimension at most n 4- k. 

PROOF. Interchanging b and c if necessary, we may assume that k ^ n. 
If n = 0, then b e R and a is the inverse of an operator in R[0 ; 5] of posi­
tive order k, in which case the desired result follows from Theorem 5.8. 
If k > n > 0, then we just apply Theorem 5.11. 

Now assume that k = n > 0, and let bn, cn be the leading coefficients of 
b and c. Since be = cb, Lemma 1.1 shows that bn = acn for some cc^F. 
Setting d = b — ac, we see that d is a nonzero operator (because a $ F) 
of order less than n. As a = (dc~l) + a, we have CQ(a) = CQ{dc~l) and 
F(a) = Fide-1). In view of the cases proved above, we conclude that 
CQ(a) is a field extension of F(a) of dimension at most ord(d) + k, which 
is less than n + k. 

We conjecture that Theorem 5.11 should still hold in some form, 
perhaps with weaker bounds on the dimension of the centralizer, even 
when b and c do not commute. The only support we have for this con­
jecture (beyond Theorem 5.11 itself) stems from the following results of 
Resco and Resco-Small-Wadsworth. (The first of these results is asserted 
in [26, Théorème 2; 27, Théorème IV.3.14], but the proofs are incomplete.) 
If a suitable version of Theorem 5.11 were to hold for centralizers of 
arbitrary elements of R(d ; ô) of nonzero order, we could in turn derive 
these results from it. 

THEOREM 5.13 (Resco, Small, Wadsworth). Let R be a field of char­
acteristic zero with a nonzero derivation, let F be the subfield of constants 
of R, and set Q = R(0; <5). Let K be a subfield of Q that contains F. 

(a) The transcendence degree of K over F is no greater than the tran­
scendence degree ofR over F. 

(b) If R is a finitely generated field extension of F, then so is K. 

PROOF, (a) [21, Theorem 4.8]; (b) [23, Theorem 5]. 

COROLLARY 5.14. Let R be afield of characteristic zero with a nonzero 
derivation, let F be the subfield of constants of R, and set Q = R(d ; 5). 
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Let a be any non-central element of Q. If R is a finitely generated field 
extension of F with transcendence degree one, then CQ(a) is a finite-dimen­
sional field extension ofF(a). 

PROOF. By Theorem 5.6, CQ(a) is a maximal subfield of Q. If a has non­
zero order, then it is clear that a is transcendental over F. If a has order 
0 and its leading coefficient a0 is in F, then a — a0 is a nonzero element of 
Q of negative order, whence a — aQ is transcendental over F and thus a is 
also. Finally, if a has order 0 and a0 <£ F, then it follows easily from the 
assumption of characteristic zero that a0 is transcendental over F, hence a 
is transcendental over F. 

Thus F(a) is a transcendental extension of F in all cases. As R has 
transcendence degree one over F, so does CQ(a), by Theorem 5.13(a), 
whence CQ(a) must be an algebraic extension of F(a). On the other hand, 
since R is finitely generated over F, Theorem 5.13(b) shows that CQ(a) is 
finitely generated over F and thus also over F(a). Therefore CQ(a) is 
finite-dimensional over F(a). 
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