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A DIFFERENTIAL CHARACTERIZATION OF MULTIPLICITY 
SEQUENCES OVER ARBITRARY FIELDS 

W. C. BROWN 

Introduction. Let (0, m, k) denote an excellent, local, domain of Krull 
dimension one with maximal ideal m and residue class field k. We assume 
that 0 is equicharacteristic and geometrically unibranched. Let (9 denote 
the integral closure of 0 in its quotient field K{(9), and let y : (9 = (90 -> 
&i -> @2 -+ " ' ~* ®n ~* 0 t>e t n e blow up sequence of 0 in (9. Here the 
notation has been chosen to mean that (9n is the last nonregular local 
ring in the blow up sequence of (9 (If 0 is regular, we write Sf as Sf\ (9 = (9). 
Let (9jm and 0,-/m,-, / = 0, . . . , n, denote the residue class fields of & 
and (9i respectively. Set/ , = [0/m: (9jmt]. Finally, let Z>?(0) denote the 
^-module of q-th order ^-differentials on Q. 

In [1] and [2], K. Fischer showed that if (9 is complete, and k is algebrai­
cally closed, then for all q > 1, 7)|(0) uniquely determines the multi­
plicity sequence {ju((9i)} of S?. In this paper, we shall prove a similar 
result when (9 is not necessarily complete, and k is not necessarily algebrai­
cally closed. Specifically, we shall show that if {(9, m, k) is an excellent, 
local, domain of Krull dimension one, of equal characteristic and geometri­
cally unibranched, then, for all q sufficiently large (q > 1), D^(Ö) and 
the residue class sequence {/0, . . . , / „ } uniquely determine the multi­
plicity sequence {ju((9t)} of £?. We shall also give an example which shows 
that D$(0) by itself does not determine the multiplicity sequence of y. 

We shall assume that the reader is familiar with the contents of [1] and 
[4]. We shall use much of the notation from those two papers. In particular, 
ju((9) will denote the multiplicity of a local ring (9, and X(M) will denote 
the length of an ^-module M, and K(A) will denote the total quotient 
ring of any ring ,4. 

Now let {(9, m, k) be as above. We shall explain why we must assume (9 
is geometrically unibranched instead of just unibranched. In the theory 
that we shall present here (as well as that in [1]) the module I{Ôj(9) is the 
object which plays the principal role in determining {fi{(9l)}. Because of 
the good functorial properties the module D%((9) enjoys, we would like 
to continue to deal with a class of rings in which 7(0/0) = Dq

G((9) for all 
q > 1. If k is not algebraically closed, then a unibranched domain (0, 
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m, k) need not have D%((9) = l{(9\&) for any q. The following example 
illustrates this point. 

EXAMPLE 1. Let Q denote the field of rational numbers. Let X and Y 
be indeterminates over Q. Set f(X, Y) = Y2 - X2(X + 2). Clearly / is 
an irreducible polynomial in Q[X, Y] and, thus, R = Q[X, Y]/(f) is a 
finitely generated integral domain of Krull dimension one. Let x and y 
denote the images of X and Y respectively in R. Then R = Q[x, y]. 

If we set z = y/x, then the reader can easily check that Q(z] is the 
integral closure of R in K(R). The only maximal ideal in Q[z] which lies 
over (x, y) in R is the principal ideal (z2 — 2) = (*). Thus, one easily 
checks that the local ring 0 = R(Xty) is a unibranched, local domain with 
integral closure 0 — Q[z]{z2-2). Let m and m denote the maximal ideals 
of 0 and (9 respectively. We pass to the completion 0 = Q[[x, y]] of (P9 

and note that the triple (S, mê, Q) is an excellent, equicharacteristic, com­
plete, local domain of Krull dimension one which is unibranched. Since 
(9/m £ Ô(V~2~), we see that B, the integral closure of S, has the form 
B = g(-v/T) [[']]• Here f can be taken to be x. 

Now we claim that I(B/3) is not nilpotent. To see this, we consider the 
following commutative diagram with exact rows. 

0 >I(B/ê) > B®èB > B >0 

(0 r r 

0 — > I ( Q W 2 ) / Q ) — > Q W T ) ® Q Q W ~ T ) — > QWl)—> 0 

In (1), % is the natural projection of B onto its residue class field Q(\/^2). 
a is the obvious map induced by %. One easily checks that a is surjective, 
and that a(I(B/Ô)) = I(QW~T)IQ). Thus, if I(B/S) is nilpotent, then 
I(Q(V~2)IQ)iS a^ s o nilpotent. But, Q(\/~T) is a separable algebraic ex­
tension of g. Therefore, D1

Q(Q(x/~2))=(0). Thus, setting 7 = / ( ß ( V T ) / ß ) , 
we have / = 72 = P # . . . . A simple counting argument shows that 
/ T̂  (0). Therefore, / is not nilpotent. Thus, I(B/Ô) cannot be nilpotent. 
Since 

D&B) = I(B/ê)II(B/ê)«+\ 

we see that I(B/ê) # D%{B) for any ^. 

Recall that a local domain (0, m, &) is said to be geometrically uni­
branched if G contains a unique maximal ideal rä, and (9/m is purely 
inseparable over k. The above example is unibranched, but not geometri­
cally unibranched. For geometrically unibranched rings (G, m, k), we 
have the following important lemma. 
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LEMMA 1. If(09 m9 k) is geometrically unibranched, then 1(0/0) = D%(0) 
for allq > 1. 

PROOF. If (0, m, k) is geometrically unibranched, then 0 -> Ö is a 
radical extension. Hence it follows from [3; p. 246, Prop. (3. 7. 1)] that 
1(610) is a nil ideal. But, we note that Ö is finitely generated over 0, and, 
therefore, 1(0/0) is finitely generated as an ^-module. Thus, 1(0/0) is 
nilpotent, and the result follows. 

Main Results. Throughout this section, (0, m, k) will denote an ex­
cellent, equicharacteristic, local domain of Krull dimension one. We 
further assume that (0, m, k) is geometrically unibranched. We shall 
write the blow up sequence £f of O'm the following form. 

(2) £f : 0 = O0 -» 0X -* 02 -+ • • • -> 0n -> Ö. 

In (2), the notation has been chosen so that 0n is the last nonregular local 
ring in the blow up sequence for 0 (we are temporarily ignoring the 
trivial case when 0 is regular). Throughout this section, we shall let 
mt{i = 0, . . . , n) denote the maximal ideal of 0{. Thus, m = m0. We 
shall let m denote the maximal ideal of Ö. For each / = 0, . . ., m, set 
f = [ö/m: Oi/mt]. We shall refer to the sequence {f0, . . . , / „ } as the 
residue class sequence of 6f. We note that if 0 is regular, then the residue 
class sequence for y can be taken to be just {1}. 

We can now state the main theorem of this paper. 

THEOREM. Let (0, m, k) be an excellent, equicharacteristic, local domain 
of Krull dimension one. Assume 0 is geometrically unibranched. Let Sf:@ = 
@Q _• . . . _• (pn _> Q be the biow Up sequence for 0, and let {fQ, . . . , fn} 
be the residue class sequence of £f. Then for all q > 1, D^(Ö) and{fö, . . . , 
fn} uniquely determine the multiplicity sequence {ju(Ot)} of 0. 

Before proceeding with the proof of the theorem, we shall make three 
reductions which make the argument considerably easier. 

REDUCTION 1. We can, without loss of generality, assume that k is an 
infinite field. This statement involves the usual procedure. (See [5; p. 
17, 18] or [6; p. 10]) of making the flat change of rings 0 -> 0(x). Thus, 
we proceed with the proof of the theorem under the additional hypothesis 
that k is infinite. This is an important simplification because now it 
follows from [5; (22.1)] that every open ideal of any 0{ has a transversal 
element. 

REDUCTION 2. We can, without loss of generality, assume that 0 is 
complete. Since quadratic transforms and DQ(Ö) behave nicely when 
passing to the completion 0, reduction 2 is obvious. Thus, we assume 0 
is complete and k is infinite. 
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REDUCTION 3. We can assume, without loss of generality, that (9 is 
Arf-closed in (9. If (9 is not Arf-closed in (9, then let Q' denote the Arf-
closure of 0 in (9. Since (9 is complete and equicharacteristic, (9 contains a 
field. It now follows from [4; Cor. 4.8] that & is just the strict closure of 
(9 in (9. Thus, if <5: (9 -• 1(0/0) denotes the canonical Taylor series map, 
then (9f = {xe <9\5(x) = 0}. Since (9 a & c <p9 we see that & is a local 
domain and a finitely generated 0-module. It follows from [4; Theorem 
4.2] that ju((9) = ju(O'), and that the residue class field of & is just k. 
If we let m' denote the maximal ideal of 0', then we have ((9', m\ k) is 
an excellent, equicharacteristic, complete local, domain of Krull dimen­
sion one, geometrically unibranched and having infinite residue class 
field k. By [4; Theorem 3.5] Arf-closure commutes with blowing up. 
Thus, the blow up sequence Sf' of 0' is given by £f'\ & -+ (9[ -» • • • -> 
0'n -• (9. Here (9'i is just the Arf-closure of (9{. It follows from the above 
remarks applied to each (9i that the multiplicity and residue class sequences 
for £f and Sf' are identical. 

Finally, one easily checks from the definitions that 1(0/(9) = 1(0/(9'). 
Thus, Lemma 1 implies that D%(&) = Dq

Qf(0) for all q > 1. This com­
pletes Reduction 3. 

PROOF OF THEOREM Let ((9, m, k) be as in the statement of the theorem. 
By applying the reductions (which we could schematically indicate as 
£f ->! £f(x) ->2 y(x) -*3 {<£%*)}')> we can assume that k is infinite, that 
(9 is complete and that (9 is Arf-closed in (9. 

Since (9 is complete and equicharacteristic, (9 has the form (9 — F[[t]]. 
Here fis a uniformizing parameter for (9, and Fis a field of representatives 
oîG/fh in 0. Let v: K((9) -• Z U {oo} denote the canonical, discrete rank 
one valuation given by v(f) = ovdt(f). For each / = 0, 1, . . . , « , let xt 

denote a transversal for m{. We need the following lemmas. 

LEMMA 2. ju((9t) = f{v(xt)for each i = 0, 1, . . . , n. 

PROOF. For each / = 0, 1, . . . , n, let s,- = min{v>0>) \y e mt]. It follows 
directly from [7; Vol. II, Cor 1, p. 299] that fi((9t) = fa. Since x{ is a 
transversal for mh v(xt) = s{. 

We note that Lemma 2 implies the multiplicity sequence {fi((9l)} of 
(9 has the form 

tAfi) ^ M0i) è ••• è Ä ) > L 

Since each 0,- in y is an equicharacteristic, complete local ring, we can 
choose a field of representative of 0,/m? in @{. We shall call this field k{. 
Thus, ki c 0t-, and if %\ (9 -* 0/AW denotes the natural projection, then 
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LEMMA 3. For each i = 0, 1, . . . , n, I(@/ki[[xt]]) is a free O-module of 
rank ju((Pt) - 1. 

PROOF Fix / = 0, . . . , n, and consider the power series ring &,-[|X-]] E Ö. 
One easily sees that G is a free &,{[xJ]-module of rank ju(&j). In fact, if 
{zj = 1, z2, . . . , zf.} are elements of (9 which form a vector space basis 
of 61 fn over 0f-/m(-, then Q = {zjt/ \j = 1, . . . , f; / = 0, . . . , s{ - 1} 
is a free basis of Ö over &,[|X]]. Hence, Lemma 2 implies that the rank of 
0 over *f-pi]]is //($/). 

Now consider the following short exact sequence. 

(3) 0 - 7(0/*,[fc]]) - 0 ® * , , M S - ^ g - 0. 

Since 0 is a free /c,[[.x,]]-module of rank / / (^) , 

0< ^ *,•[[*!•]] ^ 

is a free ^-module of rank fi{(9t). Since (3) splits as ^-modules, we conclude 
that /(0/fc,-[[*,-]l) is a free ^-module of rank ft(@t) - 1. 

Now for each / = 0, 1, . . . , n, set A{ = ^[[JC,-]]. Then we have At- c (9{ 

<= 0 m (0 /+i is just 0 if / = «). These inclusions lead to the following 
commutative diagram with exact rows. 

0 

(4) 

KSI Ai) 

7(0/0,) 

<P2 

•0 Ai ' 

®(9i < 

n 

o — • HWi+i)- •/0. iJ-

0 

In (4), <pi and ^ are the obvious maps induced by the inclusions A{ e 0„ 
and 0, e 0,+1. Clearly, both ^ and ^ are surjective, and one easily checks 
that <c>i(/(0//J,-)) = 7(0/0,), and ^(7(0/0,)) = 7(0/0!+1). Thus, the diagram 
in (4) gives us the following commutative diagram with exact rows. 

0 10/A,) • K&I&Ò 

(5) 

0 

iV«P,-) 

N«9i+1) > WAt) ^ 7(0/0,+1) > 0. 

In (5), N((9t) is the kernel of tpl9 and N((Pi+1) is the kernel of cp2 ° cp\. Thus, 
the vertical map on the left in (5) is just inclusion. 

We need one last lemma before proving the theorem. 

LEMMA 4. Using the notation in diagram (5), we have 

xMVi+x) = NW. 
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PROOF. This argument is exactly the same as in [2; p. 514], and therefore 
we omit it. 

We can now proceed with the proof of the theorem. Since 7(0/0) (which 
equals Z>$(0) for q > 1) is a finitely generated module over the principal 
ideal domain 0, it has a natural set of invariant factors associated with it. 
The idea of the proof is to write down what the invariant factors of 7(0/0) 
must be, given that we know «9", and then reverse this procedure. 

We consider diagram (5) with / = n. In this case, (5) becomes 

0 > N(0n) > 1(0/An) > 7(0/0„) > 0 

(6) [ II } 
0 >7V(0) >I(Ô/An) > 7(0/0) >0. 

By Lemma 3, 7(0/An) is a free 0-module of rank ju((Pn) — 1. Since 7(0/0) 
= (0), N(G) = I(0/An). By Lemma 4, xnI(&/An) = N((9n). We can now 
conclude from the first row of (6) that a set T7! of invariant factors for the 
0-module 7(0/0w) is given by 

(7) A = {xw, . . . , x„}. 

Ml 7 ! 
Now we consider diagram (5) with i = n — 1. In this case, (5) becomes 

0 > N(0H_u > I@IAn-ù > I(Ôl0n-ù > 0 

(8) J II J 
0 >N((9n) >WIAH-i) >7(0/0M) >0. 

We warn the reader that the notation is a bit ambiguous at this point. The 
module N((Pn) in diagram (8) is not the same as N(&n) in (6). (As long as 
we keep track of the rank of 7(0/'Aj) no real confusion will arise.) Now, 
again by Lemma 3, 7(0/^„_i) is a free 0-module of rank ju((9n-\) — 1. 
Thus, the N(@„) appearing in diagram (8) can be generated by fx(&n-\) 
- 1 elements ([7; vol. I, p. 246]). Therefore, 7(0/0M) can be represented 
by a relations matrix of size (ju((P„-i) — 1) x (/i(0M_i) — 1). Since a set 
of invariant factors for 7(0/0„) is given by (7), and xM_1(A^r(0„)) = N(0n-i) 
by Lemma 4, we conclude from (8) that a set r2 of invariant factors for 
7(0/0„_x)is given by 

sg\ r 2 = \Xn-h • • -> Xn-p Xn-1 Xn> • ' ••> Xn-\ Xnj 

fi((9n-lY- I2(®n) / A ^ î 

This argument can obviously be repeated until we obtain a set of in­
variant factors for 7(0/0). What we get is the following result. If the blow 
up sequence for 0 is given by (2), then a set T7 of invariant factors for 
7(0/0) is given by 
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(10) F = fo0' • ;' "> *0» xßx\-> • • - > •x:0-yl> • • •» * 0 X 1 . . . * „ , . . . , XpAT!. . . * „ } 

Ä ^ ( ^ i ) M<?i) r Ä • -. M^T1! 

Now the invariant factors of 1(6Iß) are unique up to units in 0. Hence 
the above procedure can be reversed in the following manner. Suppose we 
are given a set T7 = {ex, . . . , eN} of invariant factors of 7(0/0) (wihch equals 
Z>j|(0)for all q > 1). If every ey in T7 is a unit in 0, then 7(0/0) = (0). It is 
well known that this implies 0 = 0. Thus, 0 is regular, and the multiplicity 
sequence is trivial. 

Let us assume that some ej in T7 is not a unit in 0. Casting out all units 
from r, we can, without loss of generality, assume that no ej is a unit. 
Now suppose e is an element of/7 of maximum y-value. Then by equation 
(10), e must occur (up to unit factors) exactly ft(@n) — 1 times in T7. Thus, 
n((9r) is determined. Now by Lemma 2, if xn is any transversal of mn, then 
ju(On) = fnv(xn). Since we are assuming the residue class sequence {/0, 
. . . , / „} is known, we have determined v(xn). We next consider the element 
e/tv(x») = 6l Again by equation (10), there must be precisely ju((Pn-i) — 
/i(0„) elements of r which have v-value v(e{). If no term in r has value 
v(et), then clearly ju((Pn-i) = ju((Pn). At any rate //(0„_i) is determined. 
Again using the fact that /i(0„_i) = /w-iv(x„_i) (*»-i) is any transversal 
of 0w_i), we determine v(xM_!). We can obviously continue this procedure 
until we have computed every term in {^(0,)}. Thus, for all q > 1, D%(@) 
and {/0, . . . , / „ } uniquely determine the multiplicity sequence of 0. This 
completes the proof of the Theorem. 

We conclude this paper with an example which shows that 7>|(0) alone 
will not determine the multiplicity sequence of 0 is general. 

EXAMPLE 2. Let F denote the Galois field consisting of to elements, and 
let x be an indeterminate over F. Set k = F(x), and let *Jx and tfx 
denote the square root and fourth root of x in some algebraic closure k 
of k. Let / be an indeterminate over /c, and consider the discrete rank one 
valuation ring 0 = k( fyx)\[t]\. Let P be the subring of 0 defined by P = 
k[[t, tyx t2]]. If we set u = t, and v = tyx t2, then v/u2 = tyx. Thus, 
K(P) = K(&). It follows that (P, M = (w, v), k) is an excellent, equicharac-
teristic, complete local domain of dimension one. 0 is the integral closure 
of P in K(P), and, thus, P is geometrically unibranched. 

By Lemma 2, /u(P) = [k( tfx): k] = 4. We next note that u = Ms a 
transversal for A/. To see this, we have 

(11) Ip(PluP) = lP(Q\uß) = AF(/c( #JC)) = 4. 

The first equality sign on the left in equation (11) follows from [4; (b) p. 
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657]. It now follows from [4; (a) p. 657] that u is a transversal for M. Since 
« is a transversal for M, the first blow up Px of P is given by Px = P[vju] = 
k[[U t/xt]]. 

We again check by Lemma 2, that ju(P{) = 4. Following the same pro­
cedure as in equation (11), we see that u is again a transversal for the maxi­
mal ideal of Pl9 and that the blow up P2 of Px is just P2 = 0. Thus, the 
blow up sequence, residue class sequence and multiplicity sequence for 
(P, M, k) are as follows. 

Sr:P = Po-+Pi-+0, 

(12) {/o,/i} = {4,4}, 

It follows from the discussion immediately preceding equation (10) that 
a set of invariant factors for 1(0 IP) is {/2, /2, f2}. 

Now, in 0, consider a second subring 0 given by 

0 = kWx)[[t\ ijxt\ t% 

Again we have K(0) = A{0). We easily see that 0 is the integral closure 
of 0 in K(0). Thus, if we set u = /2, v = ^/x f2 and w = t3, then we have 
(0, AM = (w, v, u>), /:( V^JC)) is an excellent, equicharacteristic, complete, local 
domain of dimension one which is geometrically unibranched. Again 
applying Lemma 2, we see that ju((P) = 4. Using the same methods as in 
equation (11), we see that u = t2 is a transversal for m. Thus, the blow up 
Oi of 0 is given by 

0! = 0[v/w, w/i/] = 0[ V3c, f ] = 0. 

Consequently, the blow up sequence, residue class sequence and multiplic­
ity sequence for (0, m, k(<Jx)) are as follows. 

&>: 0 = 0O - • 0 , 

(13) {/o} = {2}, 

M0o)} = {4}. 

Again our discussion preceding equation (10) implies that a set of invariant 
factors for 7(0/0) is {t2, t2, t2}. 

Since the 0-modules 7(0/7>) and 7(0/0) have the same set of invariant 
factors, we conclude that they are isomorphic. Hence, by Lemma 1, 
Dl((9) ^ 7)^(0) for all q > 1. However, as equations (12) and (13) show, 
the multiplicity sequences for 0 and P are not the same. Thus, if G\m ^ k, 
then the module 7)|(0) does not determine the multiplicity sequence of 0. 
One must also know the residue class sequence {/0, . . . , / „} before {fx((9t)} 
can be computed. 
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