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BRANCHING OF SOLUTIONS OF EQUATIONS INVOLVING 
MAPPINGS POSSESSING NULL LINEAR 

APPROXIMATIONS AND RELATED RESULTS 

AVSHALOM LEV 

Introduction. Let I b e a linear normed space and let R be the field of 
real numbers. Bifurcation problems are usually concerned with equations 
of the form 

(0.1) Àx = Lx + T(X,x) 

where L: X -> X\s a bounded linear operator and T(X, x) = o(|| x ||) near 
x = 0, uniformly for X in bounded intervals. In most of those problems 
it is assumed that L ^ 0 and the analysis of the problems depends on this 
fact. (See e.g., [1], [12], [13], [15]). 

The bifurcation problem for equation (0.1) in the case where L = 0 
possesses some new and interesting aspects. A related problem was con­
sidered by Cronin [3], who investigated the set of eigenvalues for equations 
of the form 

(0.2) Xx = T(x) 

where T(x) — o(||x||) near x — 0. The problem considered by Cronin was 
further studied in [10]. 

In the present paper we study (0.1) in the case L = 0, focusing our at­
tention on the bifurcation problem and in particular on the existence of 
connected branches of solutions in R x X issuing from (0,0). The methods 
that we use apply to other types of equations as well, and these will also 
be discussed. 

Our first result (section 2) concerns the equation 

(0.3) Xx = T(X, x) 

where Tis completely continuous and satisfies the condition: T(X, x) = 
o(|| x ||) near x = 0, uniformly for X in bounded intervals. We also as­
sume that for every 0 < r < R < + oo, ìimìM_0+\\X~1T(X, x)\\ = +oo, 
uniformly for r ^ \x\ ^ R: Clearly (0.3) possesses the subset of solutions 
{(À, 0)\À G R} which will be referred to as the set of trivial solutions of (0.3) 
This leads to the notion of bifurcation. (X, 0) is called a bifurcation point 
of (0.3) if every neighborhood of (X, 0) in R x X contains nontrivial solu-
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tions of (0.3) (i.e., solutions (X, x) such that x ^ 0). 
Under the conditions on T mentioned above we show that (0, 0) is 

the unique bifurcation point of (0.3) and that the union of (0, 0) and the 
set of nontrivial solutions of (0.3) contains two unbounded connected 
branches issuing from (0, 0) one in R+ x X and the other in R - x X 
where R+ = {X e R\X è 0} and R- = {X e R\X S 0}. Assuming also 
that limiWH+00||x||_1||r(/l, x)\\ = -boo, uniformly for X in bounded inter­
vals, we show that the set of eigenvalues of Tin (0.3) is R\{0}. 

Nussbaum and Stuart [11] consider a bifurcation problem for a singular 
differential equation. This problem is the motivation for our study (in 
section 3) of an equation of the form 

(0.4) x = T(X, x) 

where T is a completely continuous mapping satisfying the condition 
lim%iH0+||;c||_1|| T(X, x)\\= -b oo, uniformly for X in bounded closed intervals 
which do not contain X = 0. Assuming in addition that T(X, 0) = 0 for 
X e R and T(0, x) = 0 for x e X, we prove that (0, 0) is the unique bifurca­
tion point of (0.4) and that the closure of the set of nontribial solutions 
of (0.4) contains two unbounded connected branches issuing from (0,0) 
one in R+ x Xand the other in R~ x X. In section 4 we study (0.2) where 
T satisfies a set of conditions which can be considered as intermediary 
between those of the previous two sections. 

In the remainder of this paper we study certain equations of the forms 
(0.2)-(0.4) involving positive mappings. The mapping T: R+ x K -+ X, 
where K is a cone in X, is called positive with respect to K if T(R+ x K) ç 
K. Bifurcation equations involving positive mappings were considered by 
many authors (see e.g. [4], [5], [8], [11], [16], [17]). 

In section 5 we consider (0.3) where T satisfies on R+ x K conditions 
of the type mentioned in section 2. By an appropriate extension of T 
from R+ x K onto R+ x X and by using essentially the same arguments 
as in section 2 we prove the existence of an unbounded connected branch 
of nontrivial solutions issuing from (0, 0) in R+ x K. We also obtain 
similar extensions of the results of sections 3 and 4. 

The fact that our results were obtained in the framework of normed 
spaces rather than Banach spaces and the fact that they apply also to 
positive mappings which satisfy the required conditions only on the 
product of R+ with a cone is very useful in applications. Some applications 
to certain integral equations and certain boundary value problems for 
ordinary differential equations will be presented in section 6 and 7 re­
spectively. 

SECTION 1. Let X be an infinite dimensional linear normed space. We 
shall denote by BR the ball BR = {xe X\ \\x\\ < R}. Let [/be a subset 
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of X. The boundary of U will be denoted by 3t/and its closure by C\{U). 
The identity map on X will be denoted by I. In what follows the theory of 
the Leray-Schauder degree will be used. Let U be a bounded open subset 
of Xand T: C\(U) -> Xbz a completely continuous mapping (i.e., Tis con­
tinuous and takes bounded subsets of Cl(U) into compact subsets of X), 
Suppose that x — T(x) ^ 0 for each xedU. Then the Leray-Schauder 
degree of the mapping I — T with respect to the point x — 0 and relative 
to the subset U will be denoted by deg (I — T, U). For the properties of 
the degree we refer the reader to [14]. The following definition of a cone 
is used throughout this paper. A set K cz Zis called a cone if the following 
conditions are satisfied. 

(i) Kis a non empty closed subset of X such that K =£ {0}; 
(ii) ifxi, x2 e K than a\XX + a2x2 e Kfor every ar1? a2 ^ 0; 
(iii) of each pair of vectors x, — x at least one does not belong to K 

provided x ^ 0. 
The lemma presented below plays a key role in the sequel. 

LEMMA 1.1. Let X be an infinite dimensional linear normed space and 
let K be either a cone in X or the whole space X. Let U be a bounded open 
subset of X and let T: C\(U) -• K be a completely continuous mapping. Sup­
pose that there exists a positive number R such that U Ç BR and such 
that ||7Xx)|| > 2R for each x e K f| dU. Then the Leray-Schauder degree 
deg(7 - r , U) is defined and deg(7 - T9 U) = 0. 

PROOF. Consider at first the case in which K is a cone. We claim that 
deg (/ — T, U) is defined. Since T is completely continuous we have only 
to show that x — T(x) ^ 0 for every xedU. Let xedU. If x 4 K then 
x — T(x) ^ 0 since T(x) e K. If on the other hand x e K f| dU then 
x - T(x) ^ 0 since \\T(x)\\ > 2R while ||x|| ^ R. 

Given ô > 0, there exists a completely continuous finite dimensional 
mapping Td: C\(U) -> A"such that 

(1.1) | |n*)- Ux)\\ <d,VxeC\(U) 

and such that TÔCÏ(U) is contained in the convex hall of T C\(U). In view 
of the fact that T C\{U) cz Kit follows that 

(1.2) TÔC\(U) cz K. 

The mapping T$ can be constructed for instance by the method de­
scribed in [9, Chap. 2, sec 3.2]. Without loss of generality we may assume 
that 

(1.3) Tô(x) 9*0, VxeCl(C/). 

Otherwise we replace T§ by T$ 4- k8 where 0 ̂  kôe K and Kd is suffi­
ciently small so that || T(x) - Tô(x) - kô\\ < ö,VxeC\(U). 
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Now consider the function Fx : [0,1] x C\(U) -» Xgiven by 

Ffa x) = x - t T(x) - (1 - t)TR(x). 

This function is a homotopy between I — T and I — TR and it does not 
vanish on [0, 1] x dU. Indeed if there exists (t, x) e [0, 1] x dU such that 
Fi(t, x) = 0 then xe K since it is a convex combination of elements of 
K. Therefore it follows that 

R ^ |x|| = ||r(x) + (1 - t)(TR(x) - T(x))\\ ^ \\T(x)\\ 

- (1 - 0 \\TR(x) - T(x)\\ > 2R - (1 - t)R = (1 + 0 * 

which is impossible. Thus deg (7 — TR, U) is defined and 

(1.4) deg(7 -T,U) = deg(7 - TR, U). 

Let Xx be a finite dimensional subspace of X containing TRCl(U). Such 
a subspace exists since TR is finite dimensional. Let Ux = U Ç] Xx and let 
TR denote the restriction of TR to Cl(Ui). By the definition of the degree 
(see Definition 3.34 in [14]) we have 

(1.5) deg (7 - TR9 U) = deg (7 - TRi U,) 

where the degree on the right side of (1.5) is computed in X±. 
It is easy to verify that the function F2 : [0, 1] x C\(Ui) -• Xx given by 

F2(t, x) = tx - TR(x) 

is a homotopy between I — T'R and — T'R, which soes not vanish on 
[0, 1] x dUv Indeed if F2(t9 x) = 0 for some (t, x) e [0, 1] x dUl then 
from (1.3) and (1.2) (for 5 = R) it follows that tx = TR(x) = TR(x)eK 
and that t > 0. Thus tx e K and so x e i£ f| 3t/, a fact which yields the 
contradiction 

R ^ \\tx\\ = \\TR(x)\\ ^ \\T(x)\\ - \\TR(x) - T(x)\\ > 2R - R = R. 

Thus deg ( — TR, Ui) is defined and 

(1.6) deg (7 - TR9 Ui) = deg ( - TR9 Ui). 

From (1.3) we deduce that 0 $ TRCl(Ui) and so from a property of the 
degree (see Theorem 3.16.4 in [14] it follows that 

(1.7) deg(- TR9Ui) = 0. 

The proposition of the lemma for the case in which A îs a cone now follows 
from equations (1.4), (1.5), (1.6) and (1.7). 

The proof in the case that K = X is essentially as in the previous case. 
However some modifications are necessary. First, the finite dimensional 
subspace X1 has to be chosen in such a way that TRC\(U) is contained in a 
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proper subspace of Xv This can be accomplished because X is infinite 
dimensional. Secondly, using this choice of Xh we verify (1.7) by negation 
as follows. Suppose that deg ( — T'R, U{) ^ 0. Let F denote the component 
of Xx\(— T'R(dUi)) containgx = 0. Kis a nonempty open subset of Xx. 
From a property of the degree (see Theorem 3.16.4 in [14]) we deduce that 
Vcz -TR CKC/i). But T'R Cl(Ui) = TR C\{U{) <= TR C\{U) and TR C\(U) is 
contained in a proper subspace of Xx. Thus we conclude that V is con­
tained in a proper subspace of X1. But this conclusion contradicts the 
fact that V is a nonempty open subset of Xx. Thus (1.7) holds. The proof 
is now completed as before. 

Let X be an infinite dimensional linear normed space and let R be the 
field of real numbers. Let R x X be the linear normed space under the 
norm given by ||(^, *)|| = [\\x\\2 + \X\2]l/2 where || • || denotes the norm in X. 
Let A be a closed and bounded interval in R. Then A x X will be the to­
pological subspace of R x X equipped with the relative topology induced 
from R x X. Let W be a bounded open subset of A x X. We shall use 
the notations 

Wx = {xeX\(X,x)eW}; {dW)x = {xe X\(k, x) e dW}\ l G A 

Given a mapping $: R x I - > I , we denote by 0(X, •) the mapping 
0(X, -):X-+ Xgiven by 0(X, •)(*) = 0(X, x). 

The following version of the homotopy invariance property of the 
degree (for Banach Spaces) is due to Leray and Schauder (see Lemma 1.8 
in [12]). The proof of the result for normed spaces is similar to the one 
given for Banach spaces and is omitted. 

LEMMA 1.2. Let X be an infinite dimensional linear normed space and let A 
be a nonempty closed and bounded interval in R. Let W be a bounded open 
subset ofAxX. Let 0(À, x) = x - G(À, x) where G: Cl(W) -> X is com­
pletely continuous. If0£ 0(X, (dW)x)for allXeA then deg(0(X, •)> ^A) = 
constant for all X e A. 

SECTION 2. We say that the mapping T: R x X -• X satisfies the condi­
tion Ax //: 

(i) T : (R\{0}) x X -• X is continuous; 
(ii) Let A be any closed and bounded interval in R such that 0 £ A. Then 

the restriction of T to A x X is compact ; 
(iii) Let 0 < r < R < +oo. Then \imm^0+\\X~lT(À, x)\\ = + oo,uniformly 

with respect to x e Cl(BR)\Br ; 
(iv) Let A be as m (ii). Then limlwl_,0+||.x||-1||r(/l, x)\\ = 0, uniformly for 

À e A. 
We shall consider in R x X an equation of the form 

(2.1) Xx= T(l9x) 
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where T satisfies the condition Ax. Clearly, the set of solutions of equation 
(2.1) in R x Xcontains the subset {(A, 0)| À e R\{0}}, henceforth referred 
to as the set of trivial solutions. 

In the sequel we shall use the notations 

R+ = {A G R | A ^ 0}; R- = {X e R | A ^ 0}. 

By a connected component for a topological space we mean a closed 
connected subset, maximal with respect to inclusion. By a connected 
component of a subset S of R x X we mean a connected component of 
the topological subspace S equipped with the relative topology induced 
from R x X. 

DEFINITION 2.1. Let £i be the set of nontrivial solutions of equation 
(2.1) in (R\{0}) x X. Let Ç = £i U {(0. 0)} and let Ç+ = Ç fl (R+ * * ) 
a«d £~ = £ H (R~~ x ^0- £ ^ C+ °e the connected component of £+ 

containing (0, 0) a/7<i let C~ be the connected component of £~ containing 
(0, 0). 

We start with the following auxiliary result : 

LEMMA 2.2. Let X be an infinite dimensional linear normed space and suppose 
that the mapping T:R x X -> X satisfies the condition Ax. Let £+ and £~ 
be as in definition 2.1. Then: 

(i) £+ and £" are closed subsets ofR x X; 
(ii) Any closed and bounded subset of £+ or of £~ is compact. 

PROOF OF (i). We shall prove the proposition for £+. The proofs for £~ 
are similar. Let (A, x)e Cl(£+). Then A ^ 0. Let {(A„, xw)} c £+ be a sequence 
converging to (A, x). We shall consider first the case in which A > 0. Let 
A = [A/2, 2A]. Without loss of generality we can assume that Xn e A for all 
n. From the definition of £+ it follows that xn ^ 0 and that 

(2.2) Xnxn = T(Àn, xn); n = 1, 2, ... . 

Taking the limits on both sides of the equations (2.2) and using the con­
tinuity of T we deduce that 

(2.3) Xx = T(X, x). 

Let us show that x ^ 0. Assume on the contrary that x = 0. Then xn -> 
0. From (2.2) we find that Xn = WxJ^WTfa, xn)\\; n = 1, 2, ... . From 
these equalities and from the condition Ax (iv) it follows that Xn -• 0, but 
this contradicts the facts that Xn -> A and that A > 0. Thus x ^ 0 and 
so (A, x) is a nontrivial solution of (2.1), i.e. (A, x) G Ç+. Assume now that 
A = 0. We shall show that x = 0. Suppose on the contrary that x ^ 0. 
Let ||x|| = r > 0. We can assume that xn e Cl(B2r)\Br /2; « = 1, 2, .... By the 
definition of Ç+ and the fact that A = 0, we conclude that Xn -• 0 + . 
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From (2.2) we find that \\xn\\ = WtfTfa, xn)\\; n = 1, 2, ... . These 
equalities and condition Ai (iii) imply that | |xj | -* +oo. But this contra­
dicts the fact that \\xn\\ -• \\x\\ = r < + oo. Thus x = 0 and so (A, x) = 
(0, 0) G £+. Hence proposition (i) holds. 

PROOF OF (ii). Let A be a bounded closed subset of £+. Clearly we have 
only to show that A is sequentially compact. Let {(Ànì xn)} be a sequence 
in v4. 

Suppose at first that Xn -* 0. Then we claim that xn ->• 0. Indeed, if this 
does not take place then there exists a subsequence {xnk} and e > 0 such 
that \\x„k\\ ^ ^ for all k. From this fact and from the definition of Ç+ it 
follows that Xnk > 0. Using the boundedness of A and condition Ax (iii) 
we deduce, as in the proof of (i), that \\xnk\\ -• + oo, which contradicts 
the boundedness of A. Thus (Àn, xn) -> (0, 0). Assume now that {Xn} does 
not converge to 0. Then there exists a subsequence {X„k} and À > 0 such 
that AWA -> A. We can assume that {(Xnk, xnf)} is contained in A x X where 
A — [/1/2, 2^]. From the compactness of Ton A x Z i t follows that there 
exists a subsequence {Ànkl,

 xnk)} and J C G I such that T(Xnk[, Xnk) -• x. 
Using also the facts that (Xnk, xnk ) satisfies equation (2.2) and that Xnk -• 
X > 0, we deduce that x„^ -> A-1 x. Thus ( ^ , xWyfe ) -• (A, A-1 x). Hence A 
is sequentially compact and (ii) holds. 

In the sequel we shall use the notation &R = {(/I, x)e R x X\\\(A9 x)\\ 
<R}. 

We are now ready to prove 

THEOREM 2.3. Let X be an infinite dimensional linear normed space and 
suppose that the mapping T:R x X -> X satisfies the condition Ax. Let C+ 
and C~ be as in Definition 2.1. Then C+ and C~ are not bounded. 

PROOF. We shall prove that C+ is not bounded. The proof for C~ is 
similar. Assume on the contrary that C+ is bounded. Let R be a positive 
number such that C+ c @R. Let A = £+ f] C l ( ^ ) . From Lemma 2.2 it 
follows that ,4 is a compact metric space under the induced topology from 
R x X. By construction C+ f| 9^J? = 0 , and thus C+ and Ç+ D 3 ^ 
are disjoint closed subsets of v4. Moreover, there does not exist a connected 
subset of A meeting both of these sets. Indeed, such a subset would be 
contained in C+ and this would imply the contradiction C+ fl d&R ^ 
0 . By a theorem of Whyburn [18, Chap. 1. (9.3)] there exist two disjoint 
compact subsets Au A2 <=• A such that C+ c Ah £+ fl Û&R Œ ^2 and 
A = Ax UA2. We claim that Ax Ç] [(R x A")\^>] = 0 . Indeed (by the 
very definitions) 

A, nKR x x)\aR]£^in3^s^1 n c + n 3 ^ < = ^ n 2̂ = 0 . 
Let us choose a fixed £ > 0 such that 
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(2.4) e < y min (dist (Ah A2); dist (Ah (R x X)\@R)). 

Let U be the e-neighborhood of Ai in R x X. From the definitions of 
A and t/it follows that C\(U) e ^ and that Ç+ fi 3 ^ = 0 -

By using the condition ^x (iii) we now choose a fixed /l0 > 0 such that 

(2.5) 0 < ô < e/2 

and such that 

(2.6) ll^rWo* x)\\ > 2R for each x e CÌ(BR)\B£/2. 

Let yl = [/lo, Ä]. By using condition A^iv) we choose a fixed r G (0, e/2) 
such that HxH-1!!^, x)\\ < À0/2 for each x G Cl(5r)\{0} and for all À G A. 
In particular 

(2.7) U^TiÀ, x)\\ < \\x\\/2 for each x e Cl(Br)\{0} and for all À e A. 

Let V = A x C10Sr) and let W = [U (] (A x Z)]\K Then fl^is a bounded 
open subset of yl x X. Let G: Cl (^) -• X be defined by G(^, x) = 
A _ 1 ry , x) and let @(À, x) = x - G(X, x). From the fact that 0 $ A and from 
condition A1 it follows that G is completely continuous on C\(W). We 
claim that 0 <£ 0(X, (dW)x) for all À e A. Indeed assume on the contrary 
that there exist À G A and x G (3 W)x such that $(/l, x) = 0. Then (^, x) G 
3J^ and (^, x) is a solution of equation (2.1). From the definitions of W 
and V we deduce that ||x|| ^ r and so (X, x) is a nontrivial solution 
of (2.1), i.e. (X, X ) G £ + . From the fact that Ç+ fi dU = 0 it follows 
that (A, X ) G 3 K and so ||x|| = r. Moreover, x = )rlT{X, x) and thus 
||/l_1r(/l, JC)|| = ||x||. The last equality clearly contradicts (2.7). Hence, 
0 £ 0(^, ( 3 ^ ) for all A e A. Applying Lemma 1.2 we have 

(2.8) deg (0(X, •), JVX) = r = constant for each À e A. 

It is clear that WR = 0 since ^ c £/ c @tR. From this fact and (2.8) 
it follows that y = 0 and in particular thatdeg (0(AO, •)> WÀQ) = 0. But 
Wk = Uh\C\(Br) and so 

(2.9) deg((P(Ao, ), ^0\Cl(£ r)) = 0. 

Let us show that Cl(BE/2) a UXo. Let xeC\(B£/2), i.e. ||x|| ^ e/2. Since 0 
< ô < e/2 we have (Ao, x) G ̂ ?£. From the definition of U and the fact 
that (0, 0) G C+ c ^ it follows that &£ c (7. In particular (A0, x ) e [ / and 
thus X G C/;0. 

The set U^Q is a bounded open subset of X and Cl(££/2) cz UXo c £#; 
therefore 36^ cz C1(J5J?)\5£/2. From this fact and (2.6) we deduce that 

(2.10) || V % *)|| > 2Ä for each x G dUh. 

Moreover, Àô1T(Àçh •)• Cl(t/;) -> A" is completely continuous and 
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0(XQ, ) = I — À^TQo, •)• Hence the conditions of Lemma 1.1 are satis­
fied for the subset UXo and the mapping ^ 1 r ( ^ 0 , •)• Applying that lemma 
we have 

(2.11) deg(0tfo, •), ^o) = 0. 

Next we show that deg (0(^o, •), U^0) = 1, thus reaching a contradiction. 
From (2.7) (for ^ and ||x|| = r) it follows that deg (<p(A0, •), Br) is defined 
and that 0(Ào, •) and /are homotopic on dBr. Hence 

(2.12) deg (0(XO, -\Br)= 1. 

From (2.9), (2.11) and the fact the Cl(Br) c UÀQ (recall that Cl(B£/2) c Uh 

and r < e/2) it follows that 

deg (0(^o, .), Uh) = deg (0(JO, •), Uh\C\(Br)) + deg (<Ptf0, •), Br) = 1. 

The last equality contradicts (2.11). This contradiction concludes the 
proof that C + is not bounded. 

H7^ ^aj/ //zütf ^ is an eigenvalue of the mapping T if there exists x i=- 0 
such that Àx = T(À, x). As a consequence of the theorem we have: 

COROLLARY 2.4. Suppose that the conditions of Theorem 2.3 are satisfied. 
Then: 

(i) (0, 0) is the unique bifurcation point of equation (2.1); 
(ii) There exist 5\ and <?2 such that 0 < d\, Ô2 ^ + oo #«d swc/z //zar 

the set of eigenvalues of T in equation (2.1) contains the subset ( — Ö2, 0) U 
((Ui); 

(iii) Suppose also that T satisfies the following condition : for each a > 
0; limIW|_+00||x||_1||r(/l, x)\\ = + 00, uniformly with respect to 0 < |A| ^ a. 
TTzefl //ze set of eigenvalues of T is R\{0}. 

PROOF OF (i). The fact that (0,0) is a bifurcation point of equation 
(2.1) is a direct consequence of the fact that C+ \ {(0, 0)} ^ 0 . From the 
definitions of £+ and £- and the fact that these sets are closed we con­
clude that (0, 0) is the unique bifurcation point of (2.1). 

PROOF OF (ii). Let CJ and Cj be the projections of C+ and C~ on R 
respectively. C1 is connected and so C^ is a connected subset of R+. In 
addition 0 e C+ (since (0, 0) e C+) and C+\{0} # 0 (by the definition of 
Ç+ and the fact that C+\{(0, 0)} ^ 0 ) . Consequently there exist ^ e 
(0, -h 00] such that C+ = [0, <?i) or C+ = [0, 5J. Clearly C+\{0} is con­
tained in the set of eigenvalues of T. A similar argument concerning Cj 
completes the proof of (ii). 

PROOF OF (iii). Let C% and Cj be as in the proof of (ii). Clearly we have 
only to show that C^ = R+ and Cj = R - . Suppose for example that 
C^ ç [0, öi] where di < +00. Then C+ contains a sequence {Q„, xn)} 
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such that ln e (0, di] and ||x„|| > n\ n = 1, 2, ... (since C+ is not bounded). 
From equation (2.1) it follows that \\xn\\-^\\T{Xn, xn)\\ = Xn S dû n = 
1, 2, ... and thus lim sup^oo ll*»!!""1!!!^, xn)\\ ^ 5\ < +oo. This con­
tradicts the condition given in (iii) since | |xj | -> + oo and ln G (0, 5J. 
Hence C^ = R+. Similarly one can show that Cj = R~. 

SECTION 3. We say that the mapping T: R x X -> X satisfies the condi­
tion A2 //: 

(i) T' w completely continuous', 
(ii) T(^, 0) = 0/ör <?ac/z A G R; 
(iii) r(0, x) = 0/or eac/j x e l ; 
(iv) L ^ yl 6e tf«y closed and bounded interval in R s«c/z //za? 0 $ A. Then 

limii^^o+llxll-1!!^/!, x)\\ = +00, uniformly for À e A. We shall consider 
in R x X and equation of the form 

(3.1) x = r ( ^ x ) 

where T satisfies the condition A2. From A2 (ii) it follows that the set of 
solutions of equation (3.1) contains the subset of the trivial solutions. 

The next theorem provides a result similar to that of Theorem 2.3. 

THEOREM 3.1. Let X be an infinite dimensional linear nor med space and 
suppose that the mapping T: R x X -> X satisfies the condition A2. Let 
Zi be the set of nontrivial solutions of equation (3.1) in R x X. Let £+, £~, 
C+ and C~ be defined as in Defintion 2.1 with C = Ci U {(0, 0)}. Then C+ 

and C~ are not bounded. 

PROOF. We shall prove that C+ is not bounded. The proof for C~ is 
similar. Assume on the contrary that C+ is bounded. Let 38R be a ball 
containing C+ and let U be an open set constructed as in the proof of 
Theorem 2.3. Let X0 be a positive number such that [0, À0] x Cl(^0) <= U. 
Such a number exists because (0, 0 ) e C + c U. Using condition A2 (iv) 
we choose r G (0, /l0)

 s u c n t n a t 

(3.2) I M h l m *)|| > 2 Vtf, x) G [Ao, R] x Cl(2*r)\{0}). 

Now let 0: R+ x X -> JT be defined by <p(A, x) = x - T(A, x). As in the 
proof of Theorem 2.3 we show that 

(3.3) d e g ( ^ o , •), ^0\Cl(£ r)) = 0. 

Let A = [0, À0]. Clearly C\(Br) cz ^ for all À e A. From this fact and the 
fact that Ç+ f| dU = 0 we deduce that 0 t 0(A, @U)X) for all A G A 
Applying Lemma 1.2 we obtain in particular 

(3.4) deg (0(4, •), Uh) = deg (0(0, •), U0) = 1. 

The second equality in (3.4) holds because 0(0, ) = I and 0 e J70. From 
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(3.2) it follows that the conditions of Lemma 1.1 are satisfied for the 
subset Br and the mapping T(À0, •)• Consequently 

(3.5) deg(Wo, -),*r) = 0. 

Combining (3.3), (3.5) and the fact that C\(Br) a Uh, we conclude that 

deg (0QO, •), Uh) = deg (0(XOi •), Uk\C\(Br)) + deg (<Z>(A0, •), Br) = 0. 

which contradicts (3.4). Thus C+ is not bounded. 

REMARK. Under the conditions of Theorem 3.1 one can obtain a corol­
lary similar to Corollary 2.4. Details are omitted. 

SECTION 4. We shall now consider an equation of the form 

(4.1) Xx = T(x) 

where T satisfies a condition which can be considered as intermediary 
between Ax and A2. 

We say that the mapping T: X -> X satisfies the condition A3 if 
(i) r w completely continuous ; 
(ii) LetO < r < R < +oo. r/u?/i inf{||r(x)|| |r ^ ||JC|| ^ R} > 0; 
(iii) limsupIWH0+ IMI-^irOOII = M where 0 < M < +oo. 
From A3 (iii) it follows that the set of solutions of equation (4.1) in 

R x X contains the subset of the trivial solutions. 

DEFINITION 4.1. Let fx be the set of nontrivial solutions of (4.1) in 
R x X. Let f = £\U([ — M, M] x {0}) where M is given in the condition 
A3 (iii). Let £+ = Ç fi CR+ x * ) W f- = £ f! (R"~ x *)• ^ ^ + ^^ ^ 
connected component of£+ containing (0, 0) am/ /ef D~ be the connected 
component of £~ containing (0, 0). 

Let r be a mapping satisfying the condition A3 and let 7" : R x X -+ X 
be the mapping defined by 

(4.2) T'(X9x) = ||x||r(x). 

Together with equation (4.1) we consider the auxiliary equation 

(4.3) he = T'(X, x). 

One can easily verify that T' satisfies the condition Ax when T satisfies the 
condition A3. Let £+, £ - , C+ and C~ be as in Definition 2.1 with 
respect to (4.3) (instead of (2.1) there). C+\{(0, 0)} and C"\{(0, 0)} (by 
their very definitions) contain only nontrivial solutions of (4.3) and thus 
the sets 

(4.4) A+ = {(X\\x\\-\ x)\(X9 x) e C+\{(0, 0)}}; 

A- = {(4x\\-\x)\V,x)eC-\{(090)}} 
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are well defined. We shall need the following 

LEMMA 4.2. Let X be an infinite dimensional linear normed space. Let 
T: X -+ X be a mapping satisfying the condition A3 and let T' be defined by 
(4.2). Let D+ and D^ be as in Definition 4.1 and let C+ and C~ be as in 

DEFINITION 2.1 {for equation (4.3)). Let A+ and A- be given by (4.4). Then 

D+ = A+ U ([0, M] x {0}) and Dr = A~ U ( [ - M , 0] x {0}). 

PROOF. We shall give the proof for D+. The proof for D~ is similar. Let 

A = A+ U ([0, M] x {0}). 

Proof that A is connected. Suppose on the contrary that A is not con­
nected. Then there exist two disjoint nonempty subsets A1 and A2 such 
that A = A1 U A2 and such that Ax and A2 are closed in the topological 
subspace A equipped with the relative topology induced from R x X. 
[0, M] x {0} is a connected subset of A and thus it is contained in one of 
these subsets, say in Ax. Then A2 c A+. Clearly (X, x) G A+ if and only if 
(A||x||,x)eC+\{(0,0)}. 

Let us show that 

(4.5) in f{NI \tt,x)eA2} = 5 > 0. 

If ö = 0 then there exists a sequence {(Xn, xn)} c A2 such that ||x„|| -• 0. 
A2 Œ A+ and thus {{Xn\\xn\l xn)} c C+\{(0, 0)}. From the definition of C+ 
it follows that x„ ^ 0 and that Xn\\xn\\xn = T'(Xn, x„) = \\xn\\ T(xn). Con­
sequently Xnxn = T(xn) and so Xn = \\xn\\~

l\\T(xn)\\. From condition 
A3 (iii) we deduce that 0 ^ lim sup,^«, Xn ^ M. Without loss of generality 
we can thus assume that (Xn, xn) -+ (X, 0) where (X, 0) e [0, M] x {0} a 
^ j . But then we arrive at the contradiction: (X, 0) e A2 f] Ax = 0. Thus 
Ö > 0. 

Let 4- = {U||x||, JC)|(>1, x) G ,4,}; / = 1, 2. Using (4.5) and the fact that 
Ai and A2 are disjoint nonempty subsets we deduce that A[ and A2 are 
disjoint nonempty subsets. Let us show that C+ = A[ [j A2. Let (X, x) e 
A1[i A2 = A. If x = 0 then (X\\x\\, x) = (0, 0) G C+. If X # 0 then(^, x) G 
4+ and so (JL\\x\\, x) G C+\{(0, 0)}. Thus if (X, x) G AX U ^2 then (A||x||, x) 
G C+. From this fact it follows that A[ (J A2 £ C+. Assume now that 
(a, x) G C+. If x = 0 then / = 0 and so (A, x) = (0, 0) G A[. If x # 0 then 
(X, X ) G C + \ { ( 0 , 0)} and so (X\\x\\-\ x)eA+ c AX (J A2. Thus tf, x) G 

A[ U ^2- Hence C+ ç ^J U A'2. Consequently C+ = A[ [j A2. 
We shall now show that A[ and A2 are closed subsets of the topological 

subspace C+. Let (X, x) G C+ and let {(Xm xn)} c ^ such that (A„, x„) -» 
(/I, x). If (A, x) = (0, 0) then (A, x) G Al On the other hand if (X, x) G 
C+\{(0,0)} then in particular x # 0 and so we can assume that xn =£ 0 for 
all n. Then {CU*JI_1> *»)} c ^1 and (A||x||_1, x) G ̂ + c /4. In addition 
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Qm\\xn\\~~l> xn) -* (MxW^^xJ.But Ai is closed in A and so (X\\X\\~1,X)GA1. 
Thus (X, x) e A[. Consequently A[ is closed in C+. Let now (À, x) G C+ and 
let {(Xn, xn)} a A2 be such that (Àn, xn) -• Q, x). From (4.5) and the definition 
of A2 it follows that ||xw|| ^ ö and so \\x\\ ^ d. Thus {UJ|*„||_1, xM)} c: 
A2 and W||x||-i, x ) e ^ + c ^ . In addition (AJlJcJh1, xK) -> OUMI"1, X) 
and A2 is closed in /I. Thus(/l||x||_1, x)eA2 and so (/1,X)G^2- Consequently 
A2 is closed in C+. We have thus proved that if A is notconnected then C+ 

is not connected But C+ is connected and so A is connected. 

Proof that D+ = A: Let Çl9 Ç and f+ be as in Definition 4.1. One can easily 
verify that (À, x) is a nontrivial solution of equation (4.3) if and only if 
(À||x||_1, x) is a nontrivial solution of equation (4.1). From this fact and 
the definitions of A+ and C+ it follows that A+ c £x f] (R+ x * ) . Thus 
^ c £+. Moreover Y4 is connected and (0, 0) e ^ . Hence v4 ç Z>+. 

L e t G : R x J - ^ R x I be defined by G(^, x) = (^||x||, x). Clearly 
(7(f+) c £+ and in particular G(D+) ç £+. G is continuous and so G(Z>+) 
is a connected subset of Ç+. Moreover (0,0) G G(D+) and thus G(D+) ç C+. 
Let (^, x) e Z>+. If x = 0 then (X, x) = (À, 0) G [0, M] x {0} e ^ . If on the 
other hand x # 0 then (^||x||, x) = G(/{, x) G C+\{(0, 0)} and thus (A, x)e 
A+ a A. Hence D+ ç A. Consequently D+ = A. 

Now an application of Theorem 2.3 yields 

THEOREM 4.3. Let X be an infinite dimensional linear normed space. Sup­
pose that the mapping T: X -> X satisfies the condition A3. Let D+ and D~ 
be as in Definition 4.1. Then D+ and D~ are not bounded. 

PROOF. We shall prove that D+ is not bounded. The proof for D~ is 
similar. We have only to show that D+\&R ^ 0 where R is an arbitrary 
positive number. Let then R be an arbitrary positive number. Let T' be 
defined by (4.2). Then T' satisfies the condition Ax. Let, C+, A+ and A be 
as in Lemma 4.2. From Theorem 2.3 it follows that C+ is not bounded. 
Thus there exists (X, x) such that (À, x) G C+\([0, R2] X Cl(^)) . From the 
definition of A+ it follows that (/t||x||_1, x) G A+ C A. From Lemma 4.2 it 
follows that (X || x II"1, x) G D+. One can easily verify that ||(^||JC||—x, x)|| > 
R. Thus Q\M\~\ x) G D+\@R and so D+\@R * 0 . 

COROLLARY 4.4. Suppose that the conditions of Theorem 4.3 are satisfied. 
Then equation (4.1) has at least one bifurcation point in [0, M] x {0} where 
M is given in condition A3 (iii). 

PROOF. Suppose that equation (4.1) has no bifurcation points in [0, M] 
x {0}. Then each point in [0, M] x {0} has a bounded open neighborhood 

which does not contain nontrivial solutions of equation (4.1). By using 
standard compactness arguments we can thus prove the existence of a 
bounded open subset U such that [0, M] x {0} c U and such that C\{U) 
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does not contain nontrivial solutions of (4.1). From this fact and the defini­
tion of Z>+ it follows that />+ fl Cl(tf) = [0, M] x {0} = D+ fl U * 0. 
Moreover D+\C\(U) ^ 0 since £/ is bounded and D+ is not bounded. 
Thus D+ is not connected. We have arrived at a contradiction which 
concludes the proof. 

SECTION 5. Let Xbe an infinite dimensional linear normed space. Let K 
be a cone in X. The mapping r : R + x ^ - ^ I is called a positive mapping 
with respect to the cone K {or briefly a positive mapping) if T(R+ x K) c K. 
In the sequel we shall consider equations involving mappings which are 
positive with respect to some cones in X. Our treatment of such equations 
will be based on the results of the previous sections and on the following 
extension lemma. 

LEMMA 5.1. Let Xbe a linear normed space and let Kbe a cone in X. Then 
there exists a continuous retraction f: X -• K satisfying: 

(i)f(x) = xfor each x e K; 
(iï)\\f(x)\\ S3\\x\\foreachxeX. 

PROOF. Using Dugundji's extension theorem [6] it can be shown (see for 
example [2, Chap. II Corollary 3.4]) that there exists a continuous retrac­
tion/: X -> ^satisfying (i) and such that 

\\f(x) — x\\ S 2 infllx — k\\ for each xe X. 
11 " *e /r " 

Condition (ii) follows from the last inequality and the fact that 0 e K. 
In the sequel we shall use the notation ^-lim to indicate that the cor­

responding limit is taken only with respect to elements of the cone K. 

We say that the positive mapping T: R+ x K -> K satisfies the condition 
Ki*/: 

(i) T: (R+\{0}) x K -> Kis continuous; 
(ii) Let Abe a closed and bounded interval in R+ such that 0 £ A. Then 

T: A x K -> K is compact ; 
(iii) Let 0 < r < R< -boo. Then lim^^||A_1r(A, x)|| = 4-oo, uniformly 

forxeKf)(Ci(BR)\Br); 
(iv) Let A be as in (ii). Then A>lim|WH0+||x||_1||7XA, x)|| = 0, uniformly 

for À e A. 

We shall now consider the equation 

(5.1) Xx = T(X, x) 

in which Tis a positive mapping satisfying the condition Kj. 

THEOREM 5.2. Let X be an infinite dimensional linear normed space and 
let Kbe a cone in X. Let the mapping T: R+ x K -+ Ksatisfy the condition 
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Kx. Let S1 be the set of nontrivial solutions of (5 A) in (R+\{0}) x Kand let 
S = Si (J {(0, 0)}. Let CK be the connected component of S containing 
(0, 0). Then CK is not bounded. 

PROOF. Le t / : X -• K be as in Lemma 5.1 and let f : R + x l - > l b e 
defined by 

(5.2) r a * ) = T(X,f(x)). 

Together with equation (5.1) we consider the auxiliary equation 

(5.3) Xx = T'(X, x). 

Let Ç+ and C+ be as in Definition 2.2 for (5.3) instead of (2.1) there and 
let S and CK be as in the formulation of the Theorem. We claim that 
CK = C+. In order to prove this claim we have only to show that S = £+. 
Let (X, x) e Ç+\{(0, 0)}. Then (X, x) G (R+\{0}) x X and it is a nontrivial 
solution of (5.3). Hence 

Xx = T'(X,x) = T(X,f(x))eK, 

since from its very definition T'{X, x) e K. But X > 0 and so x e K. Thus 
fix) = x and so Xx = T(X,f(x)) = T(X, x). Hence (A, x) G S. Thus Ç+ c ^ 
(clearly (0, 0) G C+ (1 S). 

Let now (X, x) e 5\{(0, 0)}. Then (A, x) G (R+\{0}) X K and Xx = 
T(A, x). But x e K and so f(x) = x and thus T(X, x) = T '^ , x). Hence 
(X, x) G Ç+. Thus S ç Ç+. Hence 5 = C+ and in particular Q = C+. 

In view of the above considerations it is sufficient to show that C+ is 
not bounded. The proof of this fact is the same as the proof ot Theorem 2.3 
except for some minor modifications which we now describe. (We use the 
notations introduced in the proof of Theorem 2.3). The compactness of 
C+ fi Cl(J^) n o w follows (by means of Lemma 2.2) from condition Kx 

and the fact that Ç+ = S c R+ x K. 
Let G': A x X -> Khz given by Gf(X, x) = X~l T'(X, x) = X~l T(X,f(x)), 

and let 0'(X, x) = x — G'(A, x). The fact that G' is completely continuous 
on A x X follows from Kx and Lemma 5.1 which shows that the retraction 
/ i s continuous and bounded. 

The proof of (2.9) (for $' instead of 0) is the same as before since 
£+ = S and thus G'\ Ç+ = G|C+. Conditions (2.6), (2.7) and (2.10) hold in 
the present case only under the additional assumption that xe K. There­
fore here we obtain (2.11) (for 0'(^or)) by means of Lemma 1.1 for the 
cone rather than for the entire space. 

Finally the homotopy of 0'(XO9 • ) and / on dBr is decuced in the present 
case from the following observation. The function F': [0, 1] x dBr -> X 
defixed by F'(t, x) = x - tXôlT'(X0, x) is a homotopy which does not 
vanish on [0, 1] x dBr. Indeed F'(t, x) can vanish only if x G K. But for 
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xeK{]dBr and te[0, 1], F'(t, x) # 0 because of (2.7). Equality (2.12) 
(for $'(>*o» * ) ) n o w follows from this homotopy. 

Using the extension of T given by (5.2) we obtain results for positive 
mappings parallel to Theorem 3.2 and 4.3 by introducing similar modi­
fications in the proofs of the related theorems. These results will be 
formulated below. 

Let X be an infinite dimensional linear normed space and let K be a 
cone in X. We say that the mapping T:R+ x K -> K satisfies the condition 
K2 if: 

(i) Tis completely continuous', 
(ii) r a , 0) = Ofor each l e R+; 
(ili) T(°> x) = °f°r each xeK; 
(iv) Let A be a bounded closed interval in R+ such that 0 <£ A. Then 

^-lim^1H0+||x||-1||7X/l, A:) || = 4- oo, uniformly for A e A. 
Consider now the equation 

(5.4) x = T(JL9 x) 

where T satisfies the condition K2. We formulate the following result 
concerning equation (5.4). 

THEOREM 5.3. Let X be an infinite dimensional linear normed space and 
let K be a cone in X. Let T\ R̂~ x K —> K satisfy the condition K2. Let S\ 
be the set of nontrivial solutions of"(5.4) in R+ x K and let S = S\ U{(0, 0)}. 
Let CK be the connected component of S containing (0, 0). Then CK is not 
bounded. 

Let X be an infinite dimensional linear normed space and let K be a cone 
in X. We say that the mapping T: K -• K satisfies the condition K3 if: 

(i) T is completely continuous ; 
(ii) Let 0 < r < R < + oo. Then inf{||r(x)|| \x G K f] (C\(BR)\Br)} > 0; 
(iii) AMim supM_o+IMI-1l|7Tx)ll = M where 0 < M < +oo. 

We finally consider the equation 

(5:5) Àx = T(x) 

where T satisfies the condition K3. The following result holds concerning 
equation (5.5). 

THEOREM 5.4. Let X be an infinite dimensional linear normed space and 
let K be a cone in X. Let T: K -• K satisfy the condition K3. Let Sx be the 
set of nontrivial solutions of {5.5) in R+ x K. 

Let M be the number given in condition K3(iii) and let S = S\ [} ([0, M] 
x {0}). Let DK be the connected component of S containing (0, 0). Then 
DK is not bounded. 
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Remark. Under the conditions of Theorems 5.2, 5.3, and 5.4 respectively 
one can obtain corollaries similar respectively to these mentioned for 
Theorems 2.3, 3.1 and 4.3. Details are omitted. 

SECTION 6. We now present some applications of the results obtained in 
section 5 for equations involving positive mappings. Our fixst example is 
concerned with an integral equation of the form 

(6.1) Xx(s) = £ g ( s , t)F(t, X, x(t)) dt 

where G is a bounded closed subset of Rw having a positive Lebesgue 
measure w(G), and where g and F are continuous functions satisfying 
conditions described below. 

We denote by C(G) the space of continuous real valued functions on G, 
equipped with the standard supremum norm. Let x0 be a nonnegative 
function in C{G) such that x0 is not identically zero and let k be a fixed 
number, k g; 1. We denote by KXQ.k the following cone in K: 

KXQ.k = {x G X\a x0(t) ^ x(t) S kax0(t), Vt e G, for some a è 0}. 

With the above notations we have 

THEOREM 6.1. Let x0 and y0 be nonnegative functions in C(G) such that 
XQ and y0 are not identically zero and let g : G x G -• R+ be a continuous 
nonnegative function satisfying 

Xo(s)y0(t) ^ g(s, t) g kx0(s)y0(t) for all s, t e G 

where k is a fixed number, k ^ 1. Let F: G x R+ x R+ -> R+ be a con­
tinuous nonnegative real function satisfying: 

(i) F(t, X, wi) ^ F(t, X, u2)for all (t, X) e G x R+ and all 0 ^ ux < u2\ 
(ii) lim^o v X~x iGy0(t)F(t, X, rj x0(t)) dt = + oo for all TJ > 0; 
(iii) limw_0+ u~lF(t, X, u) — 0, uniformly for (t, X) e G x A where A is a 

bounded closed interval in R+ such that 0£ A. 
Let Si be the set of nontrivial solutions of (6 A) in R+ x Kxo;k and let CK 

be the connected component of Si \J {(0, 0)} containing (0, 0). Then CK 

is not bounded. 

PROOF. Note first that KXQ.k is a nonempty cone in X. (For the proof of 
this fact see e.g. [9, Chap. V, p. 250]). Let now T: R+ x KXQ.k -+ X be 
defined by 

TW, x){s) = J g(j, t)F(t, X, x(t)) dt. 

Eq. (6.1) can then be represented in the form Xx = T(X, x). Clearly Tmaps 
R+ x KXtì]k into X. Moreover for (>}, x) e R+ x Kxo;k we have 
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(6.2) x0(s) J G y0(t)F(t, X, x(t)) dt S T(X, x)(s) 

^ kx0(s) J y0(t)F(t, X, x(t)) dt, 

which shows that Tis positive with respect ot Kx .k. 
We shall show that T satisfies condition Kx. Condition K^iHii) follow 

from the continuity of g and F by using Arzela's theorem. 
Next we prove condition K1(iii). Let O ^ I G KXQ.k. Then there exists 

a > 0 such that axQ(t) ^ x(t) ^ kax0(t). Choose t0 e G such that 
11*11 = *('())• Then \\x\\ = x(t0) ^ kax0(t0) ^ /:a:||x0|| and so 

(6.3) x(t) ^ Ä:—1||JC0||—
1||JC|| xQ(t) for all t e G. 

Let now r > 0 be fixed and let ||x|| ^ r. From (6.2) (6.3) and (i) it follows 
that 

T(X, x)(s) ^ xQ(s) §Gy0(t)F(t, X,k-i\\x0\\-i\\x\\xQ(t))dt. 

Thus U~lT(A, x)\\ ^ \\x0U-^Gy0(t)F(t, X, krl\\x0\\-
lrx0(t)) dt. Condition 

K^iii) follows from the last inequality and (ii). 
Finally we prove condition Kx(iv). Let A be a bounded closed interval 

in R+ such that 0 $ A. Let e > 0 be given. From (iii) and the continuity 
if F it follows that there exists ô = 5(e) > 0 such that for 0 ^ u ^ 3 we 
have F(t, A, u) ^ eu for all (t, X) e G x A. Let x e KXQ.k such that 0 < 
||JC|| ^ 5. Then 0 ^ x(t) ^ 5 and so F(t, A, x(0) ^ ex(t). Hence 

T(/l, x)(s) ^ fcxoCof -VoCÔ O, A, x( f ) )* ^ Â:xo(^)bo|||k||m(G)£. 

Therefore \\x\\-l\\T(X, x)\\ ^ k\\x0\\ \\y0\\m(G) e. Condition K^iv) follows 
from this inequality. Now an application of Theorem 5.2 completes the 
proof. 

COROLLARY 6.2. Suppose that the conditions of Theorem 6.1. are satis­
fied. Let H(r), X) = §Gyo(t)F(t, X, 7]x0(t))dt. If for any a > 0 we have 
\imv^+007]~lH(7], X) = +00, uniformly for X e (0, a), then the set of eigen­
values of the integral operator in (6.1) contains R+\{0}. 

PROOF. Let x e KXQ.k9 x ^ 0. By using (6.2) and (6.3) we can deduce that 

|H | - i | | 7U *)|| ^ llxll-i/f^-illxoll^llx^^llxoll 

and so Ä-lim^H^+oolIxH"1!!^, x)\\ = -foo, uniformly for X e (0, a]. Our 
result follows from a corollary of Theorem 5.2 which is similar to Corol­
lary 2.4. 

Our next example is concerned with an integral equation of Lyapunov 
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type. Let G be as before and let {g{: G x ••• x G -> R+}£L2
 b e 

a sequence of continuous positive functions such that 0 < mt- ^ 
gt-(s, th ..., tf) ^ Mi < -j-oo for all s, th ..., ^ e G ; / = 2, 3, ... . As­
sume also that there exists k ^ 1 such that Mt'/mt- ^ k; i = 2, 3, ... and 
that lim^ooA/p = 0. Let T:C((?) -> C(G) be defined by 

r ( # ) = S 1 ••• sfa *i» •••• '.•) *('i) ••• *(*!-)*i - *.•• 

i=2JG JG 

and consider the Lyapunov type integral equation 

(6.4) Xx = T(x). 
Let x0 = 1. Let Ŝ  be the set of nontrivial solutions of (6.4) in R+ x KXQ.k 

and let CK be the connected component of Si U {(0, 0)} containing (0, 0). 
Under the above assumptions we have 

THEOREM 6.3. 

(i) CK is not bounded. 
(ii) The set of eigenvalues ofTin (6.4) contains R+\{0} 

PROOF. Krasnoselskii [9, Chap. V, Ex. 2, pp. 253] shows that T is 
positive with respect to the cone KXQ.k and that for 0 / x e KXQ.h || TX*) II = 
S^2mî(/c-1||x||-m(G!)y. On the other hand it is clear that ||TX*)|| ^ 
H%2 Mi(\\x\\'m(G)y. From these inequalities it follows that T satisfies 
condition K̂  and that AMim|WH+00||x||_1||r(.x)|| = +oo. Now assertion 
(i) of the theorem follows from Theorem 5.2 while assertion (ii) is proved 
by an argument similar to that of Corollary 2.4 (iii). 

REMARK. If the series defining T contains also a term of the form 
$G£I(S> h) x(h) dt\ then one can show that 

0 < Mik-lm(G) ^ AT-lim sup M^HTX*)!! ^ Mxm{G) < +oo. 
11*11-0+ 

From Theorem 5.4 it then follows that the connected component of 
Si U ([0, Mx • m(G)] x {0}) containing (0, 0) is not bounded and that 
equation (6.4) has at least one bifurcation point with respect to R+ x KXQ.k 

in [0, Mi • m(G)] x {0}. 

SECTION 7. In this section we present applications to some boundary 
value problems of ordinary differential equations (abbreviated b.v.p.). 

We consider a b.v.p. of the form 

ix"{t) + F(t, X, x(t\ x'(0) = 0; te (0, 1) 
{ ' } U(0) = x(l) = 0 

where F satisfies certain conditions that are described below. Before 
stating our results we introduce some notations. Let Cf[0, 1]; / = 0, 1, ... 



624 A. LEV 

be the space of real valued functions defined on [0, 1] and possessing on 
[0, 1] continuous derivatives up to order / . CV[0, 1] is a Banach space 
under the standard norm. \\x\\j = 2{=osuP^ro,i]l*(,)(OI- We denote by XJ 
the subspace of CJ[0, 1] consisiting of these functions which satisfy the 
boundary conditions given in the b.v.p. (7.1). In some cases we shall use 
in a given normed space X another norm || • ||, different from the one that 
we call the standard norm. We indicate this fact by using the notation 

(*, INI). 
We need the following auxiliary result. 

LEMMA 7.1. Let X be the normed space X— {x e Cl[0, \]\x(0) = 
x(l) = 0} equipped with the norm defined by \\x\\ = Jo|x'(0l dt. Let K = 
{xe X\xQxtx + (1 - /z)f2) è M ' i ) + 0 - ftixfa), Vrl9 f2, /* e [0, 1]}. 
Then: 

(i) ||A:||O S 11*11 far each xe X; 
(ii) ||x|| = 2||x||0/ör each xeK; 
(iii) K is a cone in X. 

PROOF OF (i). For any t e [0, 1] we have x(t) = $bx'(r) dz and so \x{t)\ g 
\h\x\z)\ dz Ik ||*||. Thus ||x||o £ ||x||. 

PROOF OF (ii). Let x e K. There exists tQ e (0, 1) such that ||x||0 = x(t0). 
Clearly x'(tQ) = 0. Being an element of Â  x is a concave function on [0, 1] 
and so x' is a monotonie decreasing function on [0, 1]. From these facts 
it is clear that 

fx'(0; ostato 
|x(0| = U(0; 'o^i. 

Thus 

bll = \ \x'(t)\dt= \x'(t)dt- \ x'{t)dt 
11 " JO JO J to 

= x(t0) - x(0) - x(l) + x(t0) = 2x(t0) = 2\\x\\Q. 

PROOF OF (iii). Clearly K is a cone in (X, || • ||0). From this fact and from 
(i) it follows that K is closed in X. Therefore AT is a cone in X. 

For the b.v.p. (7.1) we obtain 

THEOREM 7.2. Let F in (7.1) be a real nonnegative continuous function 
defined on [0, 1] x R+ x R+ x R such that: 

(i) F(t, A, 0, 0) = Ofor all (t, X) e [0, 1] x R+; 
(ii) F(t9 0, w, v) = Ofor all (t, u, v) e [0, 1] x R+ x R; 
(iii) There exists a continuous function F ^ [0, 1] x R+ x R+ -> R+ 

such that F(t, X, u, v) ^ Fx(t, À, u)for all (t, À, u, v) e [0, 1] x R+ x 
R+ x R; 

(iv) There exist two continuous functions F2; [0, 1] x R+ -» R+ and 
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F3 : R+ -> R+ such that F(t, X, u, v) ^ F2(t, X)F3(u) for all (t, X, u, v) G 
[0, 1] x R+ x R+ x R and such that $F2(t, X)dt > 0 for any X > 0 and 
limtt_o+ u-lF3{u) = + oo. 

Let K be as in Lemma 2.4. Let Si be the set of nontrivial solutions of the 
b.v.p. (7.1) in R+ x {X2 f| K) and let CK be the connected component {in 
the topology induced from R+ x X2) of Sx [} {(0, 0)} containing (0, 0). 
Then CK is not bounded in R+ x X2 as well as in R+ x X°. 

PROOF. Let g{s, t) be the Green function of the linear operator j£? given 
by £/?x = — x" with respect to the boundary conditions x(0) = x{\) = 0. 
g{s, t) is given by 

5(1 - 0 ; 0 ^ s ^ t ^ 1 
( 7-2 ) * ' • ' > U ( l - , ) ; O ^ ^ g l 

Let X and K be as in Lemma 6.4. Let T: R+ x K -* jf2 be defined by 

(7.3) r a , *)(*) = f \{s, t)F(t, X, x{t), x'{t)) dt. 
Jo 

We replace the b.v.p. (7.1) by the equivalent integral equation 

(7.4) x = T{X, x) 

in R+ x K where Tis given by (7.3). We shall show that T satisfies condi­
tion K2 with respect to the cone K in X. 

Positivity of T. Let L be the linear operator defined by Lx{s) = 
\lg{s, t) x{t) dt. It is well known that L maps C°[0, 1] into X2. For {X, x) e 
R+ x A: we have T{X, x) = L{F{,X9 x{-\x'(•))). Therefore T(^, x) e X2Œ 
X since F( •, A, x( • ), x'( • )) e C°[0, 1]. Moreover r(A, *)"(*) = - i 7 ^ , A, *(s), 
x'{s))S 0 and so T(^, x) is concave on [0, 1], i.e. T{X9 x) e K. Thus T is 
positive with respect to K. 

Compactness of T. Let {{Xn9 *„)} be a bounded sequence in R+ x K. 
From Lemma 7.1 (i) it follows that {{Xn, xn)} is bounded in R+ x X°. 
Therefore {F^^X», *„(•))} is bounded in C°[0,1]. Let yn{t) = F{t, Xn,xn{t), 
x'n{t))\ n = 1, 2, .. . . Then 0 ^ j>„(0 ^ Fx(f, A», xn{t)) and so {j^J is 
bounded in C°[0, 1]. In additon T{Xm xn) = Lyn. The compactness of T 
now follows from the above argument by using the fact that L: C°[0, 1] -> 
(A', || • ||j) is compact. (We also used the obvious fact that ||x|| ^ \\x\\i for 
each xe X). 

Continuity of T. We shall really prove the stronger result that T : R+ x 
AT ->- {K, || • || x) is continuous. Let {{Xn, xn)} be a sequence in /£+ x K con­
verging to (/l0, x0) and let ^„(0 = F(f, Xn, xn{t\ x'n{t))\ n = 0, 1, . . . . Clearly 
{{Xn, xn)} is bounded and thus, as before, {yn} is bounded in C°[0, 1]. 
Let us show that {yn} converges to yQ in L^O, 1]. From the fact that 
\\xn — xoII -> 0 it follows that \\xn — x0||0 -» 0 and that {xn} converges 
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to x'0 in Li[0, 1]. From these facts and the continuity of F we deduce that 
{yn} converges to yQ in (Lebesgue) measure. Moreover {yn} is bounded 
in C°[0, 1] and thus Umm{E)^0\E\yn(t)\ dt = 0, uniformly for n (where 
m(E) denotes the Lebesgue measure of E). Applying Theorem III.3.6 in 
[7, pp. 122] we deduce that 

(7.5) lim f )y(t)n - y0(t)\ dt = 0. 

Using the fact that 0 ^ g(s, 0 ^ 1 o n e can easily verify that 

|| TU,, xn) - T(X0, x0)||i è 2 J* | yn(t) - y0(t)\ dt 

The continuity of Tfollows from this inequality and (7.5). Thus k2(/) holds. 
It is easy to verify that T(À, 0) = 0 for À G R+ and that 7(0, x) = 0 for 
x e l We have only to show that k2(iv) holds too. Let A be a bounded 
closed interval in R+ such that 0 <£ A. From our assumptions concerning 
F2 it follows that there exist £0, a0 > 0 such that 

(7.6) f ̂  F2(t, À) dt ^ a0 for all À e A. 

Now let M be an arbitrary positive number. From (iv) it follows that there 
exists ö > 0 such that for 0 < u ^ d we have F3(u) ^ Mu. Let (X, x) G 
A x K such that 0 < ||x|| ^ 5. For any / G [eQ, 1 — <s0] we have £0IMIo = 
x(t) S Ugello ^ 11*11 ^ 5 and so F3(x(0) ^ MJC(0 ^ M^ll^llo- From this 
inequality and (7.6) it follows that for any s G [eQ, 1 — SQ] 

T(l x)(s) = $fe(s, t)F(t, A, x(tl x'(t)) dt ^ el ^F2(t9 X)F3(x(t)) dt 
^ MefaQ\\x\\0. 

Thus 

| | r a x)\\ = 2\\T(X, x)\\Q ^ 2Msla0\\x\\0 = MefaQ\\4 

for any (/I, x) e A x AT for which 0 < ||x|| ?§ <5. K2(iv) follows from this 
inequality and the arbitrariness of M. 

Let S[ be the set of nontrivial solutions of (7.4) in R+ x K and let CK 

be the connected component (in the topology induced from R+ x X) of 
»Si U {(0, 0)} containing (0, 0). Applying Theorem 5.3 we thus deduce that 
CK is not bounded in R+ x K. But then clearly C'k is also not bounded 
in R+ x X° (since ||#|| = 2||x||0 for xeK). Our theorem would follow 
once we show that CK = CK. 

It is easy to verify that Sx ç S[. On the other hand if (À, x) e S[ then 
x = T(X, x) G X2 and so (À, x)e Sv Thus Sx = S[. The subset CK is con­
nected in R+ x X2 and so CK is also connected in R+ x X. Hence CK ç 
C'K. 
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Let {(kn, xn)} be a sequence in C'K converging to (A0, x0) in R+ x K and 
let {yn} be defined as before. Then xn = T(lm xn); n = 0, 1, 2, ... and so 
II*» - *olli ~̂  0 (since T:R+ x K ^> (K, \\ -\\{) is continuous). But then 
II J» - ^ollo -• 0 a n d therefore ||xn - x0||2 -> 0 (since xn = T(Xn, xn) = 
Lyn and L: C°[0, 1] -> X2 is continuous). From the above argument it 
follows that C'K is connected in R+ x X2, and thus C'K ç CK. Hence 
CR = CK-

Using Theorem 5.3 one can prove also 

COROLLARY 7.3. Suppose that the conditions of Theorem 7.2 are satis­
fied. Assume also that there exist two continuous founctions F4: [0, 1] x R+ -• 
R+ and F5: R+ -> R+ such that Fx{t, /I, u) ^ FA(t, À)Fb(u) and so that 
\imu^+00u~-lF5(u) = 0. Then the projection of CK on R+ is R+. 

REMARK : In a similar way we can apply Theorem 5.2 to the study of the 
existence of connected branches of solutions of a b.v.p. of the form 

Xx"(t) 4- F(t, À, x(t\ x'(t)) = 0; / e (0 , 1) 
JC(0) = x(l) = 0 

under appropriate conditions on F. Details are omitted. 
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