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WEAKLY SINGULAR INTEGRAL OPERATORS 
AS MAPPINGS BETWEEN FUNCTION SPACES 

JORGE PUNCHIN 

ABSTRACT. Weakly singular integral operators K are in­
vestigated as mappings between function spaces of the Hilbert-
Sobolev type defined on Riemannian manifolds Mn with 
boundary dMn. The results obtained from this analysis are 
applied to the determination of function spaces for which the 
Fredholm integral equation of the first kind, Ku — / , admits 
solutions, and conditions on these function spaces are studied 
for which the boundary value problem Ku = / in Mn,u = g 
on dMn has meaning. 

1. Introduction. Let fln be a bounded and open subset of R n , 
lying on one side of its boundary. The boundary of fLn, denoted by 
dQ,n, will be considered to be an infinitely differentiable manifold of 
dimension n — 1. 

Let K be the weakly singular integral operator K defined on the 
Sobolev space Hs(iïn),s € R, by 

(Ku)(x) = / k(x,y)u(y)dy, 

where 0 < a < n and k(xi y) = l/\x — y\a. 

The main purpose of this paper is to establish properties of weakly 
singular integral operators K as mappings between function spaces of 
the Hilbert-Sobolev type, and apply them to the study of the boundary 
value problem: 

(1.1) Ku = f in nn 

(1.2) u = g on d$ln. 

The action of K on certain subspaces H of Hs(£ln) is characterized, 
and these subspaces are shown to be mapped by K into Hp(fln),q < 
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(n — a) + s. The function space of the boundary values of Ku for u G H 
is then determined. 

The mapping properties of weakly singular integral operators K are 
shown to remain the same in the case when the function spaces are 
defined on Riemannian manifolds Mn with boundary dMn, where 
Mn is assumed to be orientable, imbedded in R n +i , and homotopi-
cally equivalent to the unit ball Dn in R n with homotopy equivalence 
(t>eC^(Dn). 

2. Preliminary results. 

LEMMA 2.1. The function u(£) = (1 + |£ |2) s / 2 G L 2 (R n ) for all 
s < -n/2. 

P R O O F . 

IHlL2(Rn) = ( / H0M)1/2 = (f |i + |^|2|x)1/2<oo 
«/Rn »'Rn 

if and only if s < —n/2. DO 

LEMMA 2.2. Let A be the Laplace operator in n variables. The fun­
damental solution 7 of the operator' (1 — A) is in f P + 2 ( R n ) for all 
s < - n / 2 . 

PROOF. (1 - A)7 = 6 => (1 + |£|2)7 = 1 =» 7 = 1/(1 + |£|2). Lemma 
2.1 => (1 + |f |2)(-+2)/2^ € L 2 ( R n ) for a l l 3 < _n/2 ^ 7 G Hs+2(Rn) 

for all s < -n/2. DO 

The following result can be found in [3]. 

LEMMA 2.3. If f e Hs(Kn) and g e HfiCRn), where s and t are 

arbitrary real numbers, then f * g G H? ^n' (R n ) . 

LEMMA 2.4. Let f(x) = \x\~a where 0 < a < n and x G Rn- Then 
f G H8(Rn) for all s < (n/2) - a. 
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PROOF. /(£) = 2 n - a W 2 r < ( (n -a ) /2 ) / r ( a /2 ) ) ( l / | ^ | n - a ) ( s ee [2]). 
Then 

(1 + l£l ) • /(£) - 2 TT ' ^ (l + Kl ) • j£p=ï-

Lemma 2.1 implies (1 + |£|2) s / 2 . /(£) € L 2 (R n ) if 5 - n + a < - n / 2 , 
i.e., s < (n/2) - a. This implies / G # s ( R n ) for all s < (n/2) - a. DO 

LEMMA 2.5. Let 

MnW) \ o i / y G R n - ^ n 

Then xnn e HsÇRn) for all s < 1/2. 

PROOF. Case 1. Let n = 2 and let iï2 be the unit disc. Let x = 
(xux2) G ft2 and £ = (&,&) G R2 . Then xn2(0 = Jn2 / e ~ < t t , * ) d a : = 
Jft Je - l ^ l X l + ^ 2 X 2 ^Xidx2. Using polar coordinates: ari = rcos0,:r2 = 

r sin 0, we have * n 2 ( 0 = J ^ /o e " ^ ! 0 0 8 ^ ) 
rdrdO where £i = |£| cos a: and £2 = |£| sino:. 

Consider the generating function for Bessel's functions of integral 
order (see [5]): 

oo 

e(z/m-i/t) = J- Jm(z)tm. 
m=—oo 

Letting t = e-*(0W2)5 w e obtain 
oo 

e-«sin(ö+x/2) = e-izcos Q = ^2 Jm(z)e-im{e+*/2)-
m=—oo 

Using this and Fubini's theorem, we get 

r l , °° /-27T 

Xfh(0= ( E / Jm(r\t\)e-imla-e+*Md6\rdr 

, 1 OO f2* 

= / ( E Jm(r\^\) / e-imla-e+*Mde)rdr 

= 2TT / J0(r\£\)rdr. 
Jo 
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The last equality follows since J^ e-irn[a-e+*/2]de = Q for a l l m ^ 0 . 
Letting y = r|£|, we get rdr = ycfa//|£|2, and hence 

f1
 2TT r^ 

27TJ Jo(r\Ç\)rdr = - ^ J J0(y)ydy. 

From the recursion formula J'n(x) = Jn-i(x) — ^ Jn(x), we have 

J[(x) = J0(x) Ji(x) 
X 

=» Ji(ar) + - J i ( x ) = Jo(x) 
x 

=> xJ[(x) + Ji(x) = xJo(x) 
=4- (rcJi^)) ' = xJ{(x) + Ji(x) = XJQ(X) 

Hence, 
27T f^\ 27T / \ 

^ Jo(»)-»d» = ^5(ie|.j1(ici)) KI 

Using the symbol "~" to denote asymptotic behavior in the variable £, 
we have 

Then Lemma 2.1 =» (1 + |£|2)s /2Xft2(0 e L2(R2) for all s such that 
s - 3/2 < - 1 , and this implies Xn2(y) e H8(R2) for all 5 < 1/2. 

Case 2. Let ^2 be any bounded, open subset of R2 with boundary 

By enclosing df}2 between two circles and using Case 1, we arrive at 
the same result. 

Case 3. Let ftn be a bounded and open subset of R n , lying on one side 
of its boundary dfln, an infinitely differentiable manifold of dimension 
n - 1 . 
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The asymptotic behavior of Xsin(0 in the variable £ is given by 
* n n ( 0 ~ l / |£ l ( n + 1 ) / 2 . This implies Xsin G H8(Rn) for all s such 
that s - ((n + l)/2) < - n / 2 , i.e., for all 5 such that s < 1/2. DO 

LEMMA 2.6. Letvp{y) = Xnn(y)'e<p'y>' Then: 

(i) Vp G Hs(Rn) for all s < 1/2, 

(ii) Vp G N(l - A) H Hs(Rn) for all s < 1/2 and if \p\2 = 1. 

P R O O F . 

(i). 

*p(t)= L Vp(y)e-i<y£>dy= f x ^ ) e < ^ > e < ^ > d < / 
IRn JR>n 

= [ xnn(y)e<y'p+*>dy= I xun{yy<vM-ip)>dy 

= i XnAv)e-i<v*-ip>dy = xnAZ-ip)-

Therefore, 

*P(0(I + Ki2r/2 = xn.« - ip)(i + \er/2 ~ i/K - ipi(n+1)/2. 
(i + iei2r/2. 

Lemma 2.1 =» vp(£) • (1 + |£ |2) s / 2 G I/2(Rn) for all 5 such that 
s - {{n + l)/2) < - n / 2 , i.e., for all s < 1/2. Hence, vp G # 8 ( R n ) 
for all s < 1/2. 

(ii). This is immediate from (i) and because \p\2 = 1 => vp G 
i V ( l - A ) . DO 

LEMMA 2.7. Letf be defined by f(x) = |x |~ a ,0 <a<n, forx e R n 

Let Vp(j/) = XQn(y) ' e<p,y>- If wp(x) = f * vp then wp G Hs(Rn) for 
alls < ( r a - a ) + ( l /2) . 
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PROOF. Wp(0 = /(£) . vp(0 = /(£) • X^n(£ - tp). Lemmas 2.4 and 
2.5 imply 

Wp(0 = fiO-XCinit - ip) ~ | | p ^ - | g . j p | ( n + l ) / 2 ' 

Then Lemma 2.1 implies 

(i + |£|2r/2-tf>p(0e£2(Rn) 

for all 5 such that s — n + a — ((n + l ) /2 < — n/2, i.e., for all 
s < (n - a) + (1/2). D 

3. Singular integral operators on subspaces of jFP(On). 

LEMMA 3.1. Let vp(y) = Xnn(y) ' e<p>y>. T/ie operator K maps 
Vp G N(l - A) PI f P ( R n ) , s < 1/2 and |p|2 = 1, into Kvp G H<*(Rn) 
for all q<(n-a) + (1/2). 

PROOF. Let wp = Kvp. Then wp(x) = (Ke<p>y>)(x) = / ß n / ( a -
y)e<PiV>dy = f * vp implies, by Lemma 2.7, that wp G JÏ 9 (R n ) for all 
ç < ( n - a ) + (l /2). D 

LEMMA 3.2. / / u G H$(nn), then Ku G H*oc(Rn) for all g < 
(n — a) + «s. 

PROOF. Since u G ifo(^n), we can write Xw = / * u. Lemma 2.4 
implies / G ü/"*(Rn) for all t < (n/2) — a. Lemma 2.3 implies Ku = 
f*u G H°+*Hn/2)(Rn) for all * < ( n / 2 ) - a , i.e. , Ku G Hfoc(Rn) for 
all q such that ç = s+t+(n/2) < s+((n/2)-a) + (n/2) = (n-a)+s.a< 

In order to analyze the existence and nature of the boundary values 
of the image of u G Hs(Çln) under the operator K, the action of K 
on certain subspaces 7i of Hs(Cln) is studied, and these subspaces are 
shown to be mapped by K into fl"9(fîn), q <(n — a) + s. The function 
space of the boundary values of Ku foruEH is then determined. 
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A few terms needed in the sequel are introduced in the following def­
initions. 

DEFINITION 3.1. Consider the equation (1 - A)u = u0. If 
u G N(l — A) in ftn takes on boundary values (/> = (7ow,7iii)T = 
{u\dnn,-^\dtin)

T = ( 0 i , - 0 2 ) T on dttn, then u is said to be outgo­
ing with respect to dÇln if u = 1/2L(0), where L((f>) is expressed in 
terms of the single layer operator S and the double layer operator D 
by L{cf>) = Dfa - Sfa. 

DEFINITION 3.2. Let u be a function that takes on boundary values 
(j) = (ix+lôfin? — § ^ , | d n n ) r on d£ln. Then u is said to be incoming with 
respect to dfln, if u G N(l — A) in On and u = —l/2L((ß). 

DEFINITION 3.3. Let the operator r be defined by r = f K_ Q \ 

where, for j{x) = (r(n/2)/7rn/2) • (e^l / l^"1) /2) , 

K6 = F.V. J JLrtX-y)e(y)du>y, 
JdQn

 any 

KT0 = P.V. / - ? - 7 ( x - y)0(y)du>yi 
Jdnn

 anx 

Q0 = P.V. / 7 (x - y)0{y)duy, 
JdQn 

For the properties of the above operators, see [4]. The proof of the 
following lemma can be found in [3]. 

LEMMA 3.3. 

(i) u is outgoing in Çln with respect to dfln if and only if the boundary 
values (j) satisfy {—I + T)<j> = 0. 

(ii) u is incoming with respect to df£n if and only if (I + T)0 = 0. 
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(iii) if u takes on boundary </> where u £ N(l — A), then <j> = 
i / 2 ( / + r ) 0 + 1 / 2 ( / - r ) 0 . 

DEFINITION 3.4. u e N(l - A) nHs(Q,n) will be said to have smooth 
boundary values if the image of u under the trace operators 7^ is in 

H°°(dnn) = n8€RH8(dnn) c c°°(öon). 

LEMMA 3.4. IfK is defined on Hs(fln) by (Ku)(x) =JQ k(x, y)u(y)dy, 

then the transpose of K, denoted KT, is defined on (Hq(fln)Y by 

(KTV){x)=f W^v(y)äy,Wkereq<(n-a) + s. 

Furthermore, KT : H%{VLn) -* Hf'c(Rn) for all a' < a + n - a. 

PROOF. Let u e Hs(fln) be such that Ku € Hq(Ün), q<(n-a) + s. 
Let v e (Hq(fln)Y = H~q(tln). Then 

{KTv,u)çin = {v,Ku)çin = / k(x,y)u(y)v(x)dxdy 

= / u(y)( / k(x,y)v(x)dx)dy 

= / u(x)( / k(y,x)v(y)dy)dx 

=> (KTv){x) = / k{y,x)v{y)dy. 

In our case, k(x,y) — \j\x — y\a = k(y,x). Hence Lemma 3.2 
^ KT : H%(nn) -+ Hfoc(Rn) for all a' < a + n - a. a 

REMARK. AS a matter of convenience, the following notation will be 
used: (/, g)çin = JQ f(x)g(x)du(x), where a; is a measure on fìn, shall 
indicate the inner product of two elements / and g in some Hilbert 
function space defined on the set fln. 

Bs,s e R, shall denote the cross-product space H8~1^2(dfln) x 
Hs~3/2(dÇ}n) of Sobolev spaces defined on the boundary dün of Qn. 
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Bs_ shall denote the space of boundary values of incoming functions 
taking on boundary values in Bs. Likewise, B+ shall denote the space 
of boundary values of outgoing functions taking on boundary values in 
Bs. 

THEOREM 3.1. Let u G iV(l - A) fi Hs(ftn), s G R, be incoming with 
respect to <9f2n. Then Ku G Hq(ün) for all q < (n — a) + s. 

PROOF. Let (j> denote the boundary values of u on 9 ü n . From Lemma 
3.4, we have KT : H%{Çln) - • 7f^ c (R n ) for all af < a + n - a. Let 

p G H~q{fln) where -q > {a - n) - s. Then KTp G i7j^c(Rn) for all 
a' < (—q) + n — a. 

In particular, — s < (—q) + n — a implies 

(3.1) KT
P e ^ ( R n ) . 

Let rj = (j)KTp where (/> = 1 on ftn and 0 G Co°(Rn). Then 

(3.2) r / e t f 0 - s (R n ) . 

Let 7 be the fundamental solution of (1 —A) such that 7(£) = 1/1-|-|£|2. 
We then have 

(3.3) 7 G i7*(Rn) for all* < 2 - (n/2). 

From (3.2), (3.3), and Lemma 2.3, we obtain 

7 * V € F 1 ' - c
s + ( n / 2 ) (R„) for all* < 2 - (n/2) 

and 

(3-4) 7*^€ff1
2

o- s(f l„) . 

Let v = 7*7/ and let ip denote the boundary values of v on dftn. 
Since u G N(l — A) is incoming with respect to ctt}n, we have 
(/ + r)<f> = 0. Hence 0 = 1/2(7 + T)</> + 1/2(7 - T)0 = 1/2(7 - T)0 and 
[0,V>] = [ l /2 (7 - r )0 ,V] = [<M/2(7 + r ) # Therefore V = l/2(7 + r)</>. 
This implies v — 7 * 77 is outgoing in fin with respect to dün since 
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l / 2 ( - J + r)</> = 0. Hence, v G N(l - A) H H^(Sfn) takes on bound­
ary values tl> G E1'8 = H^/^-8(dftn) x H^2^a(dSln) by the trace 
theorem (see [7, pp. 41-43] or [1, pp. 189-200]). 

Case 1. s > 1/2. The trace theorem implies <\> G Bs = Hs-^2(dftn)x 
Hs~3/2{dnn). We also have (A-l)u = 0 and ( A - l ) v = rj inO n . Then 
(Av,u)nn - (u,v)nn = (u,r])nn = {u,ri)nn and (Au,v)nn - {u,v)nn = 
(0,v)nn = 0 implies (Av,u)nn - (Au,v)çin = (M,ry)nn. 

Green's theorem implies (u,rj)nn = fdQn [u^ - wf^Jdw, i.e., 

{u,rj)an = Jdçi (0i^2 — ipi^duj. We use the notation [</>,iß] to de­
note the functional on dftn defined by the boundary integral. Then 
(Ku,p)nn = {u,KTp)çin = (u,r))çin = [fat/)]. By transposition (see [6, 
p. 164] or [7, p. 166]), Ku G (ff-«(ßn)) ' = Hq{Sln),q <(n-a) + s. 

Case 2. s < 1/2. If 0 is smooth, then we have {Ku,p)nn = (u,r])Qn = 
[(f), tp], and, by transposition, Ku G (HQq(Qn))

f = Hq(Qn),q < 
(n — a) + 5. 

If 0 is not smooth, let <^ be a sequence of smooth boundary values 
of uv G N(l — A) n i f s (ß n ) converging to 0 in the Hilbert space i?s , 
and where uu converges to u in Hs(Cln). Such a sequence of smooth 
boundary values <\>v exists since Hoc(dftn) is dense in H8(fln) and B°° 
is dense in Bs. 

We have (A — l)uv = 0 and (A — l)v = n in ß n . Green's theorem 
implies (ut/ìTì)an = [<^, ,# But [(j>Uit/)] - • [0,^] and (U1/,7J)QT] - • 
(u,rj)cin as */ - • -hoc implies (u,rç)nn = [0,<0]. 

Hence, {Ku,p)çin = (u,KTp)nn = (w,ry)nn = [ 0 , # BY transposi­
tion, # u G (if0"9(^n)) / = JT«(fi»), g < (n - a) + 5. D 

THEOREM 3.2. Let u G N(l - A) fi H8(fln) be incoming with respect 
to d£ln. Let (j) denote the boundary values ofu on dfln, and let ip denote 
the boundary values ofKu on dVLn. Then ip G Bq, for allq < (n—a)+s. 

PROOF. By Theorem 3.1, we have that Ku G Hq(fln) for all q < 
(n — a) + s. 
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Case l. If q > 1/2, then the trace theorem implies Ku has boundary 
values ip G Bq. 

Case 2. If q < 1/2, then 2 — q > 3/2. By definition, there exists 
v G H? (Rn) such that Ku = rçtnv. If 7 is the fundamental solution 
of (1 - A) such that 7 G H ' (R„) for all t < 2 - (ra/2), then there exists 
w G HQ~ (Rn) such that i; = 7 * it;. 

Let ipi denote the boundary values of 7 * w. Let 0 G iV(l — A) f! 
i / 2 _ 9 ( n n ) take on boundary values x- Since 2 — q > 3/2, the trace 
theorem implies x £ B2~q. Since (A — l)t; = w and (A — 1)0 = 0 on 
£in, an application of Green's theorem yields 

(3.5) (&Hn„) = [x>V>i], 

where 0 G N(l - A) H tf2-*(ftn), w G ^ " 2 ( R n ) , x G £2 _ ( ? , and Vi 
denotes the boundary values of 7* w on <9f£n. From (3.5), we have that 
tpi G Bq. But v takes on boundary values ipi, and since Ku and ?; take 
on the same boundary values on cttln, we have that ip = ipi G Bq. D 

THEOREM 3.3. £e* i K 9 ( R n ) = {/ / / G # " g ( R n ) , / u/tfA sup-" n 

port m ftn}. Then KT : ÄZ 9 (R n ) -+ (Hs(ftn))
f for all s such that 

—s<—q + (n — a). 

PROOF. Let u G N(l - A) fi Hs(ün). Using the same notation and 
terminology as in the proof of Theorem 3.1, and using the fact that 
there exists a w G Hq(Rn) such that Ku — rnnw, we have 

, . (Ku,p)nn = (rQnw,p)nn = {w,r£np)Rn 

= (Kui rnnPkn = <u> KTrnnPkn ' 

where r^ is an isomorphism of HQq(fln) = (Hq(Çln))' onto i J^ 9 (R n ) , 

i.e., r£n
n : H~q(Çln) -> HZq(Rn) (see [7]). But (3.6) implies 

KTr£ pHûs(nn) = {Hs(ftn))\ We conclude that KT : H^q(Rn) -+ 

if^"s(Qn) where q < (n — a) + 5, or equivalently, —5 < — q + (n — a) . D 

COROLLARY. K maps H^- (Rn) into H$(iln) for all q<(n-a) + s. 
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Of importance in the study of the boundary value problems for 
differential operators defined on a domain Q, is the determination of 
spaces of functions defined on the boundary of ft containing the traces 
jou = u\dsi of functions u in HS{Q). The problem of characterizing 
the image of HS(Q) under the operator 70 : u —• u\on has been studied 
by many authors; for example Lions [6]. This idea is extended to the 
boundary value problem (1.1), (1.2) for the weakly singular integral 
operator K, where the Fredholm integral equation of the first kind 

(3.7) Ku = f 

is considered. 

The problem of existence of solutions of (3.7) is considered by viewing 
the operator i T a s a mapping between function spaces, and the results 
of this paper show that if equation (3.7) has a solution u for given 
/ G Hq(Çln),q < (n — a) + s, then the solution u must be in Hs(Ün). 

In addition, the boundary value problem (1.1), (1.2) has meaning in 
the following sense. 

If (1.1) has solutions for / G T = Hq{Çln),q < (n — a) + s, then the 
set of solutions 

U = {u = K'1/ + uo : Ku0 = 0} C H8(fln) 

must take on boundary values in the set 

G — {g — gì + go : #iis the boundary value of K~x f 

and go is the boundary value of uo on dVtn} 

Cff*- ( 1 / 2 ) (0ßn) . 

Hence, if (1.1), (1.2) is to have a solution u € U for given / G T, then 
geg. 

On the other hand, if we let g £ Q = H8"^2\dQn) and require (1.2) 
to be satisfied by solutions of (1.1) which are in the set 
U = {ua : Kua = / , ua takes on the boundary value g, and 
is in some indexing set A} C üP(f2n), then F = {/ : / = 
YtaeA aaKu>ai YiottA a« = 1} C Hq{Çln), q < (n - a) + s. 

Hence, if (1.1), (1.2) is to have a solution u € U for given g G £/, then 
feT. 
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These results regarding the Fredholm integral equation of the first 
kind can be extended to function spaces defined on Riemannian mani­
folds Mn with boundary dMn. 

4. Singular integral operators on subspaces of H s (M n ) . Let 
Mn denote a Riemannian manifold of dimension n with boundary dMn, 
assumed to be an infinitely differentiable manifold of dimension n — 1. 

Let A be a complete atlas of Mn consisting of the collection of local 
charts (also called local coordinate systems) (Ua, (j>a) on Mn , where a is 
in some indexing set A. If p G Ua and (j)a{p) — (xi(p), • • • ? xn(p)) € R n , 
then the open set Ua will be called a coordinate patch or coordinate 
neighborhood of p and the numbers Xi(p),l < i < n, will be called 
local coordinates of p. The mapping (f)a : p G Ua —• (xi(p),... ,#n(p)) 
will in general be denoted by (xi,..., xn). 

We assume Mn is orientable, i.e., we can find a collection of local 
charts (Ua,(f)a) such that {Ua}a^A is a covering of Mn and such that 
for any a,/?, G A, the mapping (j)ß • 0" 1 has strictly positive Jacobian 
determinant in its domain of definition (f)a(Ua Hl/^). 

DEFINITION 4.1. Let Mn be an orientable Riemannian manifold of 
dimension n, imbedded in R n +i and homotopically equivalent to the 
unit ball Dn = {£ G R n : |£| < 1}- Let 9Mn denote the boundary of 
Mn , assumed to be a C°°-manifold of dimension n — 1, and let 9Z)n 

denote the boundary of Dn. If 0 is a homotopy equivalence of Mn with 
jDn, then we define the function space Hs(Mn), s G R, by 

u G Hs(Mn) if and only if u • 0 _ 1 G if s(^(Mn)) = Hs{Dn). 

DEFINITION 4.2. Let Mn,dMn,Dn and &Dn be manifolds satisfying 
the same conditions as in Definition 4.1. By means of the Riemannian 
metric on the Riemannian manifold Mn , we can obtain a distance 
function p between two points of Mn in such a way that p is metrically 
equivalent to the usual Euclidean distance function d(x, y) = \x — y\. 

We define the weakly singular integral operator K on Hs(Mn), s G R, 
by 

{Ku){x) = L WÏW°u{y)dmy> 
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where 0 < a < n, and m is a measure on Mn which gives the surface 
area, volume element, etc. (depending on the appropriate dimension), 
locally equivalent to Lebesgue measure. 

REMARK. In the sequel, we shall use (Ku)(x) = JM \x} >au(y)dmy, 
since the action of K on Hs(Mn) is unchanged as a mapping between 
function spaces due to the equivalence of the metrics p and d. 

Let 0 be a homotopy equivalence of Dn with Mn such that <j> G 
C°°{Dn). Denote by (# i , . . . ,xn) the coordinates in Mn and by 
(fi» • • • > £n) t n e coordinates in Kn. If y = (y i , . . . , yn) G Mn, then 
there exists rj = ( r / i , . . . , r}n) G Dn such that (ß(rj) = y, i.e., 

f 2/1 = 0 l ( ^ l , . . . , ^ n ) 
l l /n = 0n(*/l,...,*?n) 

We use 0 to perform a change of variables in the integral as follows: 

(Ku)(x) = / ?i(i/)dmy 

= l l ^ ) - ^ ) h ( u ^ ) ( 7 ? ) I W M W I " 
where a; is Lebesgue measure on Dn and 

/ M l L . . . ÊÉL L \ 

J(f>(ri) = det 
V ÊÉJL L . . . ^ 2 . L / 

By Definition 4.1, u G Hs(Mn) if and only if u • 0 G i P ^ " 1 ^ ) ) 
H8{Dn). 

We now let 

(i)g(g,'?) = W'7)l|^-»£)h' 
(Ü) V = U' (/), 

(iii) (Qv)(0 = /D B ^ „ ( ^ d o , , . 

We then have (Ku)(x) = (Qv)(£), where 0(C) = #. 
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LEMMA 4.1 . If Mn is orientable, then q(Ç,rj) = \J<i>(v)\ u())-lL)[<» Z5 

bounded and smooth for ail (£, 77) G Dn x Dn. 

PROOF. Denote by ( # 1 , . . . ,# n ) the coordinates in Mn and by 
(£ij • • • ? £n) the coordinates in 2}n. 

If x = ( x i , . . . , x n ) € Mn and£ = (£ i , . . . ,£ n ) € Dn, by 0(C) = x we 
mean 

ixX = 0i(^i,--" ,£n) 
\ ^ n = </>n(£l>"*' ,fn) 

Since Mn is orientable, we have that (j) has strictly positive Jacobian 
determinant in its domain of definition (j)~1(Mn) = Dn, i.e., 

J^(0 = det 
d<t>n 

ÊÈL \ 

d<f>n 

> 0 for all ÇeDn 

and hence 

J<p{ri) = det 
V EÌlL\t 

2&L \ 

2H=,/ 
> 0 

a*;n 

Denote by ( J ) the Jacobian mat r ix corresponding to the above 
Jacobian de terminant J</,(r/). 

To prove t h a t #(£,77) is bounded for all (£,77) G D n x Dn, we need 
only show t h a t |</>(£) — </>(rç)|/|£ — v\ m bounded away from zero, i.e., 
10(0 — ^MI/IC — T?| > 0. Using Taylor's theorem for several variables, 
we have 0 ( 0 - 0ft) = £ ~ = 1 a((E ~ »/) • V)fe(0ft) for all £ in a 
neighborhood of 77, say 77,5 = {£ G Z)n : |£ — 771 < 6}. Writing out 
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explicitly the first term of the expansion we have 

m _ m = (€l - m)^i\^r,+ (& - ^âfc U 

v / « i t i ... eÌ*.\ \ 
= {Zi - m) {i%;\i=r) ' ' * i | € = J 

fc=2 
oo 

= (J)«-»») + £ r i ( ( € - , ' ) ' v ) f c # 7 ) ' 

«*U=n) 

fe=2 

where 

{J) 

(m-v) = 

d<t>n 
dix ^=rì 

db 

din ' ^ 

^ k = 1 , 
d^ | 

din 
dcf>! 
din 
d^k=A 

ÊÉ2L L 

In fact, if we use multi-index notation, the Taylor series expansion takes 

' | a | > l the form <f>(0 ~ <Kv) = £ W > 1 ^ % - * ? ) c ^.i^K-tì" 
+o(t-v\2). 

Hence |0(O - 0fa)|/ |e - i/| = !(./)(£ - r?)/|£ - v\ + o ( | ^ - »?|)| 
for all £ e %. But det(J) / 0 =» (J)(£ - T?)/|£ - r?| # ÏÏ since 
(£ - v)/\£ - V\ is a unit vector. Then |0(£) - </>(r?)|/|£ - r?| > 0 for 
all £ £ % = {£ G A , : |e - r/1 < Ä}. Obviously, |0(O - 0(t,)|/|£ - r?| > 
0 for all e e {e € Dn : \Ç - rj] > 6}. 

Since |</>(£) — <f>(r))\/\£ — r)\ is bounded away from zero for all (£,77) G 
£>n x D„, we conclude that q(£,T)) is bounded for all (£,»?) G Dn x D n , 
and also smooth since <f> G C°°(Dn). 
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THEOREM 4.1. Let u G Hs(Dn),s G R, be such that Ku G Hq{Dn) 
where 

(Ku){£) = / ufädur, andq < n — a + s, 0 < a < n. 

Let (Qu)(£) JD i^i^ia u^dujf where #(£,77) is bounded for all Ç,rj) G 
Dnx Dn. Then Qu G Hq(Dn). 

PROOF. Let v = Ku and w = Qu. We know by hypothesis that 
u G H8{Dn) implies v = Ku e Hq(Dn). We suppose w eH(Dn). We 
wish to show w = Que Hq(Dn), i.e., W(Z?n) C Hq(Dn). 

Suppose not. Then, for all M > 0 and for all w G H(Dn), 
there exists 1/ G (Hq(Dn)Y such that | (W,V' )D 2 | > M. We will 
obtain a contradiction by showing that there exists Mi < 0 such that 
\{w,v')\ < Mi for all w G H(Dn) and for every v' G (Hq(Dn))'. 

Note that Ku,,t;')| = | JDn v'{t).w(t)**t\ = I JDn « ' (0 Ji>n j f ^ M 
dc^cL;^. Let |g(£,7?)| < 4̂ for every (£,77) e Dn x Dn. Then |(w,f')l < 
^ K ^ ^ ' ) ! < ^ ^ f° r some N > 0. Hence we can choose Mi = A/V to 
get the contradiction and conclude that H(Dn) C Hq(Dn), i.e., 

Qu e Hq{Dn) if Ku e Hq(Dn). 

COROLLARY. LetHs(Mn) = {ueH3(Mn) : uo<p G H3(Dn)nN(i-
A) is incoming with respect to dDn}. Then Ku G Hq(Mn) for all 
q <n — a + s. 

REMARK. The problem of investigating the action of weakly singular 
integral operators on function spaces of a Riemannian manifold with 
boundary has in effect been reduced to a problem already investigated 
in the previous sections, namely the action of weakly singular integral 
operators as mappings between Sobolev spaces on Euclidean manifolds. 
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