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In the previous paper” the transformations of the ordinary
differential equations, whose second members are continuous, have
been investigated. In the present paper, however, we will treat
the equations whose second members are discontinuous.

Now consider a system

(D L =f(x, )
X

where f(x, ¥) is defined in a region
E..:0=x=Za, |y <+x?

measurable with respect to x and continuous with respect to ¥ and,
for any #(=0), mlax | f(x, ¥)| is a summable function of x in the
=t

interval
I:0Zx<Za.

(The case, where f(x, ¥) is continuous, is a special case of the
above.) 4

Since f(x, ) is measurable with respect to x and continuous
with respect to 7, we can choose such a sequence of closed subsets
e,e, ....of I, that lim m(e,) =a and f(x, ¥) is continuous in every

m P+ ™ .
region [xee,, |#| <+ ). It is clear that we can suppose that

1) K. Hayashi, “On transformations of differential equations”, Mem. Coll. Sci.
Univ. Kyoto, A 28 (1953), pp. 315-325.

2) f= (fl’f:b ] 'rfn)v Y= (yh Yar o eney yn)r |1[|=‘/y|_2r}'?ff- coe ,+J/n;‘! etc..

3) G. Scorza Dragoni, “ Un teorema sulle funzioni continue rvistetto ad una e
misurabili rispetto ad un'altra variabile”, Rend. Padova. Vol. 17 (1948), pp. 102-106;
“Una applicazione della quasicontinuita semircgolare dclla funzioni misurabili rispetto
ad una e continue rispetto ad un'altra variabili ”, Atti Accad. Naz. Lincei. Rend. Cl.
Sci. Fis. Mat. (8) 12 (1952), p. 57.
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e CeC.
and
[ max 7wt m=1,2....).
J Ity lyISm A
(When f(y, ) is continuous we may take I for every e,.)
Now put
fis)=max | f(x, )| for m—1<s<m (m=1,2,....)
;;f;"fn

then we have

SillyD) =max | f(x, ¥') | =| f(x, »)|

ey,

iy<m

when zx¢e,, and m—1=|y|<m. In general, if m—1<|y|, there
exists a positive integer j such that m+j—1<|y| < m+j and there-
fore we have

[f(xy .'/) | gﬂ(!?’b for xeeuﬂ-j.

Since e, Ce,..;, whenever xe¢e,, and m—1=<|y| we have
|, ) S £y

1. Transformations of (1)

Let f(#) be the greatest value of 1, ¢ and f‘?, (s)ds, then f(t)

is a positive continuous function of #, not less than unity, in 0
t<+o. Since f,()<f(t), whenever zxee, and m—1<|y|, we
obtain

) i, I=ryD.

Now for a given positive constant o, consider as in the previous
paper® the function defined by the relation

L[t

umie ) oy

then 2(») and its derivative 4 (») are continuous functions of 7 in
0<r<+o where A()=1,4(r)=0and lim A(») =+ c. Next put
>+

o (r)=ri(7),

' 4) K. Hayashi, loc. cit..
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there exists the inverse function of p(7), written 7(»). () and
¢/ (r) are continuous functions of 7 in 0=7 <+ such that #(0)
=0, p(r) >0 for » >0, lim p(r) =+ and ¢’ () =1. #(p) and 7' (p)

r» 40

are also continuous functions of ¢ in 0 < < + co such that »(0) =0,
7(v)>0 for p >0, lim 7(») =+ and #'(p) > 0.

p>+o

Now consider a mapping from y-space onto 7%-space, effected

by

o Y _

) =L (ly])=yi(ly|)

, 7]

where 7= (3, %5 .-., 7.). Since |9|=p(|¥]), (3) gives immediately
the inverse

(4) y=-1r(n).

K]

Thus (3) maps topologically the whole ¥-space onto the whole 7-
space.

By (3), x being unchanged, (1) will be transformed to the
system

%ﬂ(lyl)f(x, !/)+MD—!/,

17
where (Uf) =y /fi+y.f++....+y.f.. Consider its second member
as a function of (x, ), written g (x, ) = (g, &--- -, &), then we
obtain a system, where the unknown is 7:
5 _‘éq = x,
o) dx g (x, )

where ¢ (x, M) is measurable with respect to x and continuous with
respect to 7 in the region [0 <x<q, |9| <+ | and, for any {(=>0),
ringlx |l (x, n)| is a summable function of x in I. Since

n s

@, WIS | AUy +HylZ (YD},

SOSPMY TS ()

and

vy < L )
{f(r)}*

whenever zx¢e¢,, and m—1=<|y| we have by (2)
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lg (x, W= SAyD AAyD +1AyD Y (yD}
<@+-L) pqypye

and finally
1+ L
lg(x, )| o
1+0 < IT+o .
(7] |y
Therefore we have for xee,,
lim _M:O_
i >+ |1”1+o
Now let e denote the union of all e,,(m=1, 2, ... .), then e is a measur-

able subset of I of measure equal to that of I. If xee there exists
such a positive integer m, that xz¢e,,. Consequently we have for
any xce

(6) lim G, _
ST

In the following suppose o as 0 <o < 1. Then, whenever zxee,,
and m—1<|y| we have

ly(x, M| ( 1) {2y
1+ |n* 1+ |y {2(uD}?

<(1+-L)min] Lo by ]

(1+—> {#(D}'"*°=const. (=K).

And for any (x, ¥)<¢E,,, we obtain

g | « £ {2AyD) + w7 (yD}
I+ = L+ |yl {2uhy®

| £, D+ (D) )
1+|yl* (YD}

A

1 AwDY™
=1+ (r) eyl (D 1£(x, )|

§<1+-}7> GV F G ) | =K | Fx, 0) .
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Therefore we have

gamax o (x W) | dx<rde+g K max |fldx+....

0 ylSm l + |7)]l I-¢j g <t

1

|y sm

+| K max |FldsS K@+ 4o+ <K@t D).
Jr—e 1

If we put

st mm 14|

then M (x) is a summable function of x in I, such that
- M@x)dx<K(a+1)
and

19D < a1y,

1+[nf*
Now consider the second mapping effected by
=2 (i=1,2, ....,n)
L+ n*
)
Y..w=1- 2

L+

which maps topologically the whole 7%-space, the point at infinity
|m|=+ c being included, onto the whole unit sphere in (Y, Y,,

.., Y..1)-space:
Y+ Yi+. ... +Y,. =1
whose pole (0,0, ....,0,1) is the image of the point at infinity
M=+ . The inverse of (7) is given by
Y.
3 R i=1,2, ....,
(3) Sy @i n)

T_he system (5) is transformed by (7), x unchanged, to a system

of the form

dy
— :,l, ,’r

i (x, Y)

©))
[V |=1
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where Y=(Y, Y, ...., Vi), | Y |=VYE+ Y +... .+ Y% h(x
Y) = (hyy iy -y Fan) (%, l’)=:21-%—?g,(—v,n) (=1,2,....,n+1)
= J

and
(10) (Y/L)EYJZ,-{- Y‘ghg"' R Kl+]hy,+]=0.

The second member of the former equation of (9) is not defined
for ¥=(0,0, ....,0,1) though it seems clear that it converges to
zero as Y,.,—1-0 (xee). And therefore, if we put

h(x, (0,0, ....,0,1))=0 for xel,
h(x, Y) is a function defined on the whole surface
Sei1 : 0Z52<Za, |Y|=1,
measurable with respect to x and continuous with respect to XY .

Since

h(x, ¥) | =225 DL <opryy,
L+[nf*
h(x, Y) is dominated by a summable function of x.. Finally,
consider the product of the mappings (3) and (7),

_ 29A(yD 1.9 ..
Siipuny ThEeem

B 2
1+ip(lyD$?

which maps topologically the whole ¥-space, the point at infinity
¥|= 4+ being included, onto the whole unit sphere in }-space.
Then we have the following

Theorem 1. (1) is transformed by means of (11), x unchanged,
to (9) whose second member is defined on the surface S,.., in (x,
Y )-space, measurable with respect to x, continuous with vespect to ¥
and dominaied by a summable function of x alone. The segment

L:0=xZa, Y=(,0....,01)

11
Yn+l =1

may be regarded as the image of |y|= + co.

5) Written more precisely, for any fixed x merely in e, i (3, X) is a continuous
function of ¥, but since m(I—e)=0 h(x, ¥ ) may by regarded as a continuous
function of ¥ for any fixed x in I.
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2. Properties of solutions of (1)

Theorem 1 is quite analogous to Theorem 1 of the previous
paper®. Therefore proceeding in the same way, we may obtain
results quite analogous to the previous.

In the following we cite fundamental properties of solutions
of (1).

Theorem 2. For any point P of E, ., there exists a solution of
(1) passing through P.

Proof. x unchanged, (1) is transformed by (11) to (9) and
P is mapped by (11) to a point @ of S,,,—L. Since (9) is a
system of Carathéodory’s type, there exists a solution passing
through @. Its inverse by (11) is a solution of (1) passing through
P.

Theorem 3. Consider a solution y=y(x) of (1) going to the
right (or left) from a point P (%, ¥,) of E.... If y=vy(x) has no
end point whose x-coovdinate is equal to a (or 0), there exists a value
of x, say x, |x,<x,=a(or 0=x, < x,)], such that y(x) is defined in
WS x<x(or x,<x<x) and we have lim |y(x)|=+c (or lim

r»r1—-0 rr»e1+0
[y (x) | =+ o).

Proof. It is not difficult to prove that the image of y=1y(x)
by (11) reaches at a point of L on S,,,. To prove the theorem
it is sufficient to consider the x-coordinate of this point as x,.

The analogous theorem to Theorem 3 in the previous paper”
may be stated as follows;

Theorem 4. A wnecessary and sufficient condition jfor every
solution of (1) to have an end point, whose x-coordinate is equal to
a (or 0), is that, given any bounded subset of E, .., say A, the set
of all points lying on any of the solutions of (1), which issue from
A to the right (or left), is also bounded.

6) K. Hayashi, loc. cit.
7) K. Hayashi, loc. cit.



