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Local times f o r  transforms of
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In this paper transformations of standard processes possessing
local times are investigated and the local times, when they exist,
of the transformed processes are identified in terms of the original
local tim es. The results of this paper extend some o f th e results
o f  [4].

1. Preliminaries

We shall follow the notation and terminology o f  Dynkin [2]

unless otherwise specified.
Let X = (2 , x t, C. T t , P ,  o t)  be a standard process with state

space (E, .B). T h a t  is, E  is a locally compact separable metric space

with E =E u {A} where A is the point "at infinity" adjoined to E
in the one-point compactification i f  E  is not compact, otherwise

is an isolated point. g  and -.Y9 are the Borel sets of E  and E,
respectively. 2 is the sample space o f paths co which are maps
c o :  [0 , 0 0 ]-4 '. The lifetime, C, is a map C: [0 ,  0 0 ] such that
c o ( t )E E  fo r  t < C (c o ) and 0)(0 - --z1 fo r  t C(0)). Also co (t) is
assumed right continuous and with left-hand limits o n  [0, C(0))).
We write x j (w)---x(t, (0 )---w (t). We let gl° be the smallest a-algebra
with respect to which the maps x,: s2---.E are measurable for all
t O and let ar) be the smallest a-algebra with respect to which

x s : ,Q , E  are measurable for 0 < s < t .  For each x  in  E , Ps i s  a

1 )  Research sponsored by the National Science Foundation, GP 5217.
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probability measure on gZ° such that P x (x (0 ) x ) = 1  and x --4) x (A)
is  Ameasurable for each A  in al°. For each finite measure p  on

(E, we define a measure I ',  on al° by P.,(A ) + , ( A ) d p ( x ) .  We

define the a-algebra 72I (respectively, gZ) as the intersection of the
P,.-completions of the a-algebra J2 (respectively, gl°) taken over all

finite measures p  on  (E ,  3 ) .  The shift operators 0 ,: .s2--->S2 are
defined by x,(0,0)) =xs + ,(0)). A  M arkov t im e  is  a  function
7 : [0 , o c ] such that { w : r(co)<t}  E T , for each t> 0 .  For each
Markov time r  let f72, be the a-algebra of sets A  in  Ul such that
A n {r< t}  E T ,  for all t > 0 .  We define 0,0) by x,(0,0))—xs+,(.)(0)).

X  then is a standard process if the following conditions are
satisfied:

(i) X  is  a strong Markov process, that is, for each Markov

time r and each bounded real valued random variable F  on ( 2, T )

we have
M, {F(0,0)) ; = Mx  {M x ( r) (F )  ; A )

for all x  in E  and A ET,. W e denote M x (F; A) A F d P x .

(ii) g l,=Tt=37, for each t where alt,.= n gz , and gZ, iss>t
the intersection of the P x -completions o f g l, taken over all xEE.

(iii) X  is quasi-left-continuous, that is , if {r ,,} is an increas-
ing sequence of Markov times with limit r , then x(r„).-->x(r) almost
surely on { < C }  .  (An expression is said to be true almost surely
i f  it is true almost everywhere P x  fo r  each x ;  almost surely is
abbreviated a. s.)

Given a  set B E  we define the hitting tim e, r„, o f  B  as
rB(co) =inf { t > 0: x ,(0 ))E B } . rB  is then a Markov tim e. Let Co be

the class of sets G_ÇE such that for every x  in  G  there exists a
set r in 0  such that x E rg_G  and such that if  r=r -z_, then P x ( r > 0 )

= 1 .  Co forms a  topology on E  called the fine topology for the
process X.

A  family v =  {y9(t), t O } of functions ç2(t, • ) : [0 , 0 0 ] for
each t > 0  is said to be a continuous additive functional, CA F, of
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a standard process X  if
(a) go(t) i s  T 1-measurable for each t > 0 .

(b) T h e  following statements hold almost surely: g9(0) =0,

t--)-ço(t) is continuous a n d  non-decreasing, a n d  ço (s) =lim  (t)
whenever s Ce.

(c) For each t, s> 0 we have ço(t +  to) = v ( t ,  0)) + v(s, 0,0),
a. s.

A CAF ço is said to be perfect i f  y9(t) is  M-measurable for
each t >0 .

M eyer [5 ] has proved that every CAF ço satisfies th e  strong
M arkov  property:

(1 .1) ç o ( r+a ,  ( 0 ) = 5 0 (T , (0 ) +4 9 ( 6 ,  O ro )),  a. s

for each Markov time r  and each non-negative random variable
on (9 , T ).

CAF's yo and r  a re  equivalent i f  th e  functions t - - . v ( t )  and
t---7-(t) are identical a.s. We do not distinguish between equivalent
C A F 's  and r  and we write

Refer to [2 ] for any terms used below that are not defined in
this paper.

2. Fine Supports and Local Times

Let ço be a CAF of a standard process X .  We say g9 vanishes
on a nearly Borel set D  provided

e- m 1D(xt)clv(t)=0
Jo

for all x  and for some ,1 0.2) T h e  fine support o f yo is defined to
be the smallest set closed in the fine topology on whose complement
ço  vanishes. Furthermore, i f  p  is  th e  Markov time defined by
p =in f { t>0 : ço(t) > 0 } ,  then th e  fin e  su p p o rt o f rp i s  the set
F= {x: .13 (p =0 )  =1 } . For a proof of this result see [1, Chapter 5]

2 )  /b (x )=1  i f  x D  and /D (x )=0 i f  x € D .
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or [3] .

A point x  is said to be regular f o r  { x }  with respect to  a
standard process X  i f  P,(1-„=0)=1 where r , = inf {t>0 : x , =x }  is the
hitting time of the set (x).

Let x , be a fixed point of E .  Then a  C A F  y  of a standard
process X  is called a local time o f X  at x o if the fine support of
r  is the set (x 0).

The following theorem is proved in  [1 , Chapter 5] . See also

[3 ].

Theorem 2 .  1 .  L e t X  be a standard process. There exists
a local tim e o f X  at a point xo if and only i f  x o is  re g u lar for
{xo}. A lso, i f  ri  and Ti are local tim es at xo then there ex ists a
constant c > 0  such that ri= cr2.

By Theorem 2. 1 we can consider a local time as unique up to
a multiplicative constant and it is determined by its fine support.
For this reason we will not distinguish between two local times at
the same point and we will speak of the local time at x o .

3. Random Time Changes

Let yo be a CAF of a standard process X .  The inverse, r ,  of
is defined by r  (w )  =  inf {s: 9(s, co)> t }  o r  r  (w ) =  0 0  i f  {s: io(s, w)

> t }  is empty. For each t, r, is a Markov time and

a.s., for all s, Also, r , is right continuous and strictly increas-

ing in t  almost surely.

We say a CAF 9  is strictly increasing i f  t—.Çp(t) is strictly
increasing a.s. on (0, C ). If ço is strictly increasing then clearly

is continuous almost surely.

Given a CAF ça, define 5e= x- -, , -e, J-7 „  P., b,) as follows: We

let ,i2= x- t (CO x 1 ,( ) (6 )) , e  (C ) = q'sc.)-0 (a )), Tit = 1-3'. = and

ez; =0, ) (0)). : k  is then a strong Markov process.
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If, in addition, yo is perfect and strictly increasing then Ye is a
standard process with state space (E, 58) .

See [2, Chapter 10, §5] for proofs o f these statements. Y is
said to be obtained by a  random  tim e change v ia  yo from the
process X.

Lemma 3 .  1 .  Let Ç9 be a strictly  increasing, perfect CAF of

a standard process X . Let I  be obtained from  X  as above.
(1) I f  r=  { r(t) ,  t > 0} is  a CAF of X  then i=  { i ( t ) , t > 0 } , where
r(t,C0)=K ri(co),(0), defines a CAF of I.
(2) I f  x o i s  re g u la r f o r  {x0} w ith  respect to  X  then  x o i s
regular f o r  {xo} w ith respect to  I.

Proof.
(1) Clearly (a) and  (b )  of the definition o f a  C A F  are  satisfied.

To prove (c )  we must show ( t +  s, (Z) 6)) + 5 (s , O ) ,  a . s .  We
have, almost surely, that

f(t+s, 65 ) ----r(rt. (0)), (0)

= r(ri (a)) + r.( 0 *,(0 ), (0 )

---- r (rt( 01), (0 )+ T (rs ( 61, ,(0 ) ,  0 ,w ) (by (1 .1))

=5; (t, + #i(7)).

(2) The hitting time of {x 0}  for X  is d (w )  = in f  { t> 0 :  xi (0)) =x0}.

By assumption, 1: (a, 0 = 0 ) = 1 .  The hitting time o f {x0 } for Y is
7/.0(1 ) —inf { t> 0 : 2 ,( )  =x 0}. It is  easy  to  see  ii„=ço(d.o)• Since
ço is strictly increasing P, 0 (y2(crx 0 ) =0) = P„,(6 x , =  0 )  = 1  a n d  so
13:0 ( = 0 )  = 1 , that i s ,  xo is regular fo r  {xo } with respect to

Q.E.D.

The following theorem shows how local times a re  transformed
under a  random time change.

Theorem 3 .  2 .  Suppose X  is  a standard process. Let  ç  b e  a
strictly  increasing, perfect continuous additive f unctional o f  X
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and let be the (standard) process obtained from X  by random
time change via Ç2. If the local time, n „  o f  X  at x o exists then

the local time, or.o ,  of Y  at x o exists and is given by .17;„- -i-, where

r = =  o ( r t )  t  0 }

P ro o f . I f  r x o exists then, by Theorem 2 . 1 , x , is regular for
{x0} w i th  respect t o  X  and hence xo is  regu lar fo r  {x0 } w ith

respect to k -  by Lemma 3.1, so that again by Theorem 2.1 the local

time, ,  of at xo exists.

By Lemma 3. 1, i"-= {i'(t) n o ( r t ) ,  t > 0 }  is a CAF of The

fine support, F .  o f  5  is  g iv e n  b y {x: = 0 ) = 1 }  where
-16 = inf { t> 0 : (t) > 0 } .  Now, p = v(p) where p=inf  {t : ( t ) > O }  .
Thus, P,(p=o)=1 if and only if P,(q,(p) =0) =1 and so 25Ç(p= 0) =1
if and only i f  P,(p = 0) =1 since is strictly increasing.

However, {x0} =  { x : P,(p = 0) =1}  is the fine support of n o and
hence P= {x0} . By the comments following Theorem 2.  .1 we ca i.
assume i;= i„ . Q.E.D.

4. a-subprocesses

Let X be a standard process with state space (E, A family
a= {a „  t 01 of real valued random variables a t (w )  on (S2, T  )  is
said to be a multiplicative functional (M F ) o f X  if

(  )  a i is 57 1-measurable for each t > 0
(ii) t— at is right continuous a.s.
(iii) O at ( o )  <1  for all t  and w
( i v )  a t 4 , = c r t a . ( 0 i ) ,  a.s., for each t ,  s > 0 .

Given a MF a o f X  we define a new process Y = ( ! , -e,
.15„ -6,)  as follows: we let i2 =S2 x [0, on] and denote a point t i )  in .- -f2

by C6= (0.), u). Let N  denote the Borel subsets o f  [0, o n ]  and set

Y7= T x N .  We define -e (w, u) =C(w) A u3 ) and let xt (co, u) =x, (w) if
0 < t -e(0), u )  and x t (co, u) = 4  if  t u ) .  Denote by j'i t the

3 ) aAb denotes minimum of a  and b.
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class of all subsets of the form AX ( t ,  00] where AEU-i t . Define Q
as the set of 0)E,S2 such that cro (a)) = 1  and t - a ( w )  is right con-
tinuous and non-increasing. For wEQ let 4,0, be the measure on 91

induced by the function Ajr((t, C (w)] ) =at (0 )), so that lir ( (s t  t] ) =

a s (co) — a t (w ) for s , t< C (0 )).  We let qr.( {0} ) =0 and ifro,((C(w), oc] ) =
0 .  For wEEQ we let be the unit measure concentrated at the

point 0 .  For j E j -7 and wES2 we define the (0-section o f  j - as

fu E [0, 00] : Co= (0), u) EA}. W e  th e n  d e fin e  131. on as

= 111 [ , ( i , ) ] .  F inally, let b,(5))=. (8,(0)), (u—t)\10)4) where
(04 u).

We then have that .5e= (i2-, Z", i t )  defines a  Markov

process with transition probabilities

( i ,  r)=111[I,(x t)(E i].

The process .5-f . is said to be the (canonical) a-subprocess o f X.
The following theorem is useful for our purposes.

Theorem 4. 1. L e t  X  be a  s ta n d a n d  p ro c e ss . L e t a  he a
multiplicative functional o f  X  sn ch  that
(1) P,(co 1) 1 f o r all x.
(2) a t is J7-m easurable f o r each t > 0.
Then the a-subprocess, Y, of  X is  a standancl process.

For a proof of this theorem see [1, Chapter 3 ] o r [3, Theorem
10.7].

Lemma 4. 2. L et X , a  and be as  in  Theorem 4.1. I f  xo

is regular f o r  {x0}  w ith respect to  X  then x, is regular f o r {x0}
w ith respect to X .

P ro o f .  W e are given P x o (rx o =0 )  =1  where 7.-x„ (0)) =inf { t>0:

x f (0)) x 0 } . Let i- 0 (6")) =inf {t>0: (6 3 )  =./C0} be the hitting time of
{ x 0 } fo r  Y. Now, "i„ (65) A u = =x 0 ( . )  Au where (7)---- (0), u ) .  Let i=

4 )  aV b denotes the maximum of a and b.
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{a): i-„(65) = 0} . Then .-/ -3
0 (A- ) =M„[qp0,(A :)] where A :, is the co-section

o f  2 .  But, .13 „(1-,= 0 ) = 1  and i-„(w, u) A u = 1 - , ( 0 ) )  Au im p ly  2 .=
(0, 0 0 ] fo r  almost all co [ P „ ] .  Hence,

(i. 0 =0) k ,((O , °op ]

=M„[ce o ] =1.

Thus, xo is regular for {xo} with respect to 5-(. Q.E.D.

Theorem 4. 3 . Let X, a and I b e  as in Theorem 4. 1. If the

local time, n o , o f X  at x o exists then the local time, f „,  of X at

xo exists and is given by i = f ,  where i=f f ( t ,C =rx 0 ( t  Ae(), w),

P ro o f .  .2'Y  is a standard process; hence, by Theorem 2. 1 and

Lemma 4. 2, 1  has local times at all points at which X  has local
times.

Define f = 0 }  by i(t, (Z) =no(tA e(63), 0)), where no is

the local time o f X  at xo . It can easily be seen that f  is  a CAF

o f _X; see for example [2, Theorem 10. 8].
The fine support of f  is f -= {x: /3:(7)=0) =1} where j)(63) —

inf {t 0 :  f (t, i0) >  0} and the fine support of n o  is {xo} = {x: P,(p
0) =1} where p(w) =inf { t 0: n o (t, (0) >  0 ) .  By the definition of f
we see that -p(P),u) =P(0)) Au. A s  in  Lemma 4. 2 we see ./3 :(ii =0) =1
if and only i f  P,(p = 0) =1, that is, f  and n o have same fine support.

Thus P= { x 0} , and so f  = f„  where f , „  is the local time of feat xo.
Q.E.D.

The method o f this paper is now well established and can
easily be applied to other transforms of Markov processes.

The author wishes to acknowledge the helpful criticisms of the
referee.
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