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I. Introduction and Result.

In  this paper we shall give a  necessary and sufficient condition in order that
the Cauchy problem for second order equations with two independent variables is
C- -well posed.

L et us consider th e  following operator.

(1.1) L=.1:4—A(t, x)D1+-B(t, x)D,+C(t, x)13 1 -FR(t, x)

where we assume that the coefficients are real analytic in  a  neighborhood of the
origin in  W . W e a re  concerned with th e  following Cauchy problem,

(1.2) L u (t, x )=  f(t, x ), M u (t o , x )=u ; (x ),  j= 0 , 1 .

We say that the Cauchy problem (1.2) is C- -well posed in  a  neighborhood of the
origin i f  th ere  is  a  neighborhood W  o f  t h e  origin i n  R 2 such that fo r any
(to , x o ) EW  and for any given C- -data f(t, x )EC - (W), u,(x)EC -  (Wnft=t01), the
problem (1.2) has a  C- -solution u(t, x) in  a  neighborhood o f  (to, x0).

Before formulating the condition of the hyperbolicity, we state some remarks
a n d  notations. I f  we consider the second order operator fo r which {t=const.}
is non-characteristic and the Cauchy problem is C- -well posed in  a  neighborhood
of the origin, it follows from th e  Lax-Mizohata theorem [5 ]  that the  operator is
reduced to the  one having th e  form (1.1) with non-negative A (t ,  x ) .  Therefore
we always assume that A(t, x) () in  a  neighborhood of the origin.

Suppose that A(t, x ) does not vanish identically, then from the Weierstrass
preparation theorem a n d  th e  non-negativity o f  A (t, x ), A (t, x ) is written as
follows,

(1.3) A(t, x )=x 2 nA(t, x)E(t, x), Â(t, x)=  H  (t—t,(x)),
V= 1

where E(0, 0)> 0 and  ;1(t, x )  i s  the W eierstrass polynom ial in t. If m = 0, we
mean that A(t, x)= 1. We set

F(A)=r {Re ti (x ), ••• , Re t2„,(x)},
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w here Re t (x )  denotes th e  real part o f t,(x). If  A(t, x) 1, we set 9 A ) =  {0} .
Then Re t,(x) is expressed by the Puiseux series of the real variable x > 0, x <O.

Re t,(x)= Ct(-±x).11 P( ' ) , p(v)EN
i o

where the coefficient C-„, )  (resp. C,T) corresponds to the expansion in x >0 (resp.
x <0).

N ow we define th e  N e w to n  polygon o f  f(t+Re t,(x), x )  a t  (0 , ±0 ). Let
f ( t ,  x )  b e  a n  analytic function defined in  a  neighborhood o f th e  origin in  R 2.
F or sufficiently small f x 1, x  R ,  w e have

f(t+Re t,(x), x )=  E  C t ti(-± x)"").
i . . ,

We define

(1.4) 1"±(f (t+Re t,(x), x))=convex hull o f  {  U  (i, I P())+RT} •

For convenience sake, we set F± (f (t +Re h(x), x ) )= 0 ,  if  f(t, x ) vanish identically.
We also denote by n " (f (t+ R e t , (x ),  x ))  the set

{(a, 43) e f a ; (2a, 213) r i cf (t+Re t,(x), x))}.

Using these notations, w e have

Theorem 1.1. In  order that the Cauchy problem (1.2) is C- -well posed in  a
neighborhood o f  th e  o rig in , it is necessary and suff icient that the following two
conditions are fulfilled.

(1.5) A (t, x )_0  in  a neighborhood of the origin,

(1.6) T±(tB(t+0(x), x))Cr1/ 2 (A(t+O(x), x)), f o r a l l  95(x)Eg(A).

Remark 1.1. From the Weierstrass preparation theorem, one can decompose
f (t , x ) in  th e  following form uniquely.

f(t, x )=xnf(t, x )e(t, x )

where e(0, 0)*0 a n d  'Pt, x ) is  Weierstrass polynomial or 1(t, T hen it is
easy to see that

r ± (f(t+Ret,(x), x))=F(xn1(td-Ret,(x), x)).

Remark 1.2. Form ally, the  cond ition  (1.6) is  s im ilar to  a  necessary and
sufficient condition of the hyperbolicity of the operator A 112 (D 2 , Dx)+D(Dt, Di).
See [8 ] .  Especially, consider th e  ca se  when A(t, x), B (t, x) has th e  following
form,

A (t ,  x )= I f fi (t -2,(x))1 2 , B ( t , B (x )t ,

w here 2,(x) (real valued), B ( x )  is  rea l an a ly tic  a t x =0 a n d  2,(0)=0. Then,
applying the  same reasoning in  [4 ] (Proposition 5.1), we can conclude from (1.6)
that B(t, x) is expressed
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B(t, x)=. c ,(x )fi (t-2 ,(x ))
7= 1, = 1

with analytic c ,(x ) . In  the  case  when 2 (x )= a x , a ,E R , b,EC,
this condition for B is a  necessary and sufficient condition of the hyperbolicity of
the  operator

(D,— a,Dx)+ B(D„  D i ).

2. Proof of the sufficiency.

From  [6 ], one can represent A(t, x) in  th e  form

(2.1) A(t, x )=x 21'{ A A ,(t, x )} 2e(t, x) 2, A .(t, x )=  {(t.-2 „ (x
) ) 2 + . , , ( x ) }  1 / 2

where e(0, 0)*0, 2,(x), 0,(x) is  a n a ly tic  in 0 <  x  <5 , x E R  and çb ,(x )-0 . If
0,(x ) does not vanish identically, 2,(x) is  re a l v a lu ed . H ere, w e  note th a t  g(A )
coincides w ith  th e  s e t  {Re 21 (x), ••• , Re 21m(x)} . From  lem m a 1.1 i n  [6 ] ,  the
function

(2.2) a(t, x)=xn{f1 A ,(t, x)e(t, x)v=i

is analytic in  U \ (0, 0) and  continuous in  U , w here U  i s  a  neighborhood of the
origin in  112 .

Following [6], we introduce some no ta tions. Renumbering, if  necessary, we
m ay assume that

Re 2,(x) Re 22 (x)__ • •• Re 2.(x) , i n  0<x <6.
Let us set

si (x)=2 - 1 (Re 2; (x)+Re 2.0_1(x)), 1=1, ••• , m-1, s0 (x )=-- (x ) ,

sn i (x )= 2 i(x ), ; (x ) 2 =4 i(12 ,(x )1 2 +0./(x))..y=1

By co»  co(T ) we denote th e  following region,

(of =  {(t, x ); 0<x <0, s f _i (x) t ,s,(x)}, j=1 , , 771,

ai(T)={(t, x); 0<x <5, ;(x) - t_ T}

Our aim  in  th is section is to derive th e  following inequalities from the condition
(1.6).

(2.3)( t — R e  2,(x))B(t, x)15.Cla(t, x)1 i n  w„ j=1, • • • , m,

I 1 (t —Re 2.(x))B(t, x) I 5C I a(t, x)Ii n  w(T) i f  n
(2.4)

I B (t, x )!-C ID ta (t, x )I i n  w(T) i f  n=0,

w here n  is  the  non-negative integer in  (1.3). If  this is done, using th e  inequal-
ities (2.3), (2.4) an d  th e  inequalities o f the  sam e ty p e  obtained in x < 0  (w h ic h
shall be proved by th e  same way), we can proceed following [6 ] an d  prove the
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sufficiency of (1.6).
Now we shall proceed to the proof of (2.3). F ix  Jo (1 - j 0 _ in) arbitrarily and

suppose that

Re 23 0 _ k_1 (x)<Re 2, 0 _ k (x)= • •• =Re 2.,0 (x)= • • • =Re 2.,0 +1(x)<Re 23 0 +1+1(x)

in  0<x < O .  W e  se t 2(x)=Re 2, 0 (x), 0 ± (x)=2 - 1 (Re 2101+1(x) - 2(x)), ¢ - (x )=
2- 1 (2(x)—Re 2, 0 _ k _1 (x)). I f  Re 2, 0 (x) --R e  2 .(x ) , w e  put q5+ (x)=2 - '(;(x )-2 (x )).
Similarly, 0 - (x)=2 - 1 (2(x )+;(x )) if Re 2,0 (x)=Re 21 (x).

Since j o  is  a rb itrary , to  prove (2.3) it suffice to show that

(2.5) (t -2(x ))B (t, x )1_Cla(t, x ) I in  ei),2 0 ,

w here (1).7 0 = {(t, .x) ; 0 < x <5, 2(x)—¢ - (x) 52(x)+0+(x)} .
For two functions f  i(x ), f  2(x ) w e w rite  f f2(x ) if and only if the fol-

lowing inequalities are valid in 0 <x <6 , with som e positive constants C„ 5.

C ,  f i (x ) I >.=  f 2( x ) I I f i(x ) I •

Proposition 2.1. For all y, we have

C1 fi 2(x)— 2,(x)1+ 10,(x)1" +510 i  (x)11 I A ,(2(x)±5¢ ± (x), ;01

__>C2{12(x) - 2,(x)1+109(41 1 / 2 +610*(x)11,

where positive constants C i  d o  not depend on 5,

Remark 2.1 . I f  2(x)=Re 2„,(x) (resp. =Re 21 (x )) the above estim ate w ith
+45+ (resp. —50 - ) is valid uniformly in

Proof. W e prove this proposition for 0 +(x ). If 0 (x ) does not vanish identi-
cally, 20 (x ) is real valued, and then this m eans that

(2.6) A0(2(x)±50+(x), x)1 2=  1 2(x )-2(x )+60 + (x)1 2 +0,(x) .

First consider the case w hen Re 2,0 (x)<Re 2,70 (x). If Re 2,(x) Re 2 (-2 0 + 1+ 1 ,x ),

the following is valid uniformly in ô, 0

2(x)-2,.(x)+593 + (x)1;---12(x) - 2,(x)1

Noting the inequality CIR(x)-2,(x)l_10+(x)1, (2.6) proves the desired inequality.
N ext, if Re 2.,(x) 2(x ), the non-negativity of g5+(x) shows that

I 2(x) -  - 20(x)+6. 95+ (x)1 I ,(x) — A(x)/Mx) + 51 0+  (x)I

Then, (2.6) gives the desired inequality. W hen the case Re 2,0 (x)=Re 2,,(x), we
have Re 2,(x)._2(x), for a ll y, and then  the proof is the sam e  as th o se  of the
second case.

I f  w e  note t h a t  17,11 2 (A (t+O(x), x))=-- F+ (a(t+O(x ), x )), (1.6) is reduced to
Fi (tB (t+15(x), x))CF,(a(t+g5(x), x)). Moreover, in virtue of Remark 1.1, we may
suppose that
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(2.7), [± (tx n./3(t+O (x ), x ))CF,(x nA A ,(H -0(x ), x ))

w here B (t, x )=x "r3(t, x )f (t, x ) is  the  decomposition corresponding to (1.3).
W e shall derive (2 .5 ) from  the condition (2.7) + . W e define e(v), (1

by
12(x)—  2,(x)1+0,(x)" 2 x s  ,  0 + xs

I f  1 2 (x )--(x ) 1+ 0,(x) 1 / 2  vanish identically, w e se t e(v)=00.
Let

(2.8) s(i./(1)) >= • • • s(»(/))> z>„= .6(2./(/±1)) • • >_ s(1)(m)) .

From  (2.8) and proposition 2.1 , it follows that

(2.9)I I  IA , ( ; ) (2(x)+595+(x), x “"j)),
1=l+1 2)=1+1

where C does not depend on  a, 0 -_(3 . 1. Similarly, from Proposition 2.1, we have

(2.10) II I A ,u)(2(x )+30±(x ), X) I H ( x »> " + ' " " ,

fo r p=0, 1, ••• , 1.
T he  other hand, the condition (2.7) implies that

Order ID1(xn.13(2(x), x))} n + s ( i ) , for
i=j+2

where e(i)=0 if Especially, we get
i=j+2

Proposition 2.2. There is a positive constant C which does not depend on a,
such that

130 ,--(x)x./-3'(2(x)+50.(x), x) . .clx n :#, A,(2 (x)± 6 95± (x), x)i•

Pro o f . W e  p ro v e  th is  proposition for ¢ +(x ) . F ir s t  w e  rew rite  B (2(x)±
30+(x ), x ) as a polynom ial in 3.

f3(2(x)+60+(x), x)= B ( x ) ô ,  B .,(x )=(j!) - 1 95+(x)aiil(2(x), x).
) =0

From  (2.7), it follows that

(2.11) 51¢ + (x)116 i 0 + (x) i x 1131B(2(x), x)1,_C(3 5 4 - ixs s ( , ( r r t ) )+ ( j+ 1 ) s + r t .

In  th e  c a s e  w h e n  j + 2 _ 1 ,  taking in to  account o f  (2.9) an d  (2.10), the second
term  o f (2.11) is estimated by

m vs
C6j+1 xn+' ("j+2 ) ) +-  c ) )  111 x` ( ' (i ) )  =_-C x ' IT  11(2(x )±45 + (x ), 41.

In  the case when j+2 > 1,  noting th e  inequalities (2.9), (2.10) and

(i+1)E - I- E()(i+2))+ ••• +-z(v(m))>= 1e+s(1.)(1+1))+ ••• +e(v(m)),
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we can estimate the second term of (2.11) by

Côt x " "  h" x " " i ) ) 5 ( i+n - 1 C1xn H 11,(2(x)+50 + (x),i=t+3.

This completes the proof.

Now we derive the estimate (2.5). Let (t, x)E6) 1 0 n { t 2 ( x ) } ,  then there is
a  5, such that t =-2 (x )+4 +(x ) . Hence Proposition 2.2 implies (2.5). In
the region (D,on {t _2(x)} , the proof is the sam e. Next we derive the following

proposition from 17,(tx nB (t+2(x ), x ))Cr+ (xn f ti A ,(t+2(x ), x )), 2(x)=Re 2.(x ).

Proposition 2.3. We have in w (T ), with small T,

I B(t, x) 5 C xn A,(t, 1(t—Re 2,,(x))B (t, x )1:_Clxn f i x)1•
g=1 v*g v=1

Proof. From Remark 2.1 and the proof of Proposition 2.2, it is clear that

160+(x)xnB(2(x)±50±(x), x)I 112A A ,(2(x)+30+(x), x)I

is valid for 6.10, 2(x)=Re 27m (x). Let (t, x )Ew (T ), then one can write with some
0 so that t =-2(x )±30+(x ). Hence this shows the second inequality in proposi-

tion 2.3 immediately. Moreover, it is easy to see that

t —Re +0,(x)112,

for a l l  y, 1.- 2.)- 7n, in  w (T ) . Thus, the second inequality in Proposition 2.3
implies the first one in w(T).

Proposition 2.4. In  w (T ) with small T ,  the following is valid.

xn fi A,(t, x)i ipta(t, X )1 •
g=1 1. (2

Proof. Since th e  in equa lity  Dta(t, I x n  II  11,(t, x)I, is  e a s y , itq=1
suffice to show the inverse inequality. It follows from the expression (2.2) that

aa t a= x " (t—Re 2 (x )){ II  I Ap(t, x)1 2}  e  + x "(5  t e • e) r f  A p (t, x)1 2..=1 p=1

The other hand, in w (T ), we know that

t—Re 2 ,(x )a :c /1,(t,

with positive c. Then remarking A,(0, 0)=0, we get this proposition.

Now, combining Proposition 2.3 and 2.4, the estimate (2.4) follows immedi-
ately.
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3. Some remarks on the dependence domain.

I n  th is section, we limit our considerations in  th e  region ft> 0 , x> 01. In
another region, there is no  difference in  the  reasoning.

L e t  i(x) x r, rEQ ,  a n d  we assume that i(x ) does not vanish identically.
We denote by L'4.(A )  t h e  s e t  o f  all functions (75(r) which is real valued and
expressed by the Puiseux series o f  th e  real positive variable r ,  satisfying the
estimate 10(r)1 (.:.7cr, in  a  some interval (0, r(0)) with a constant C.

95(r)=. E c,r'IP, c 5 =c ,( 0 ) E R , p = p ( 0 )  N .

Also we define o-±(0) fo r  OE L+ (A ), çb 0, b y q5(r),-z5x' + ( 0 ) . T h e  definition of
F+ (f (t+O(x ), x )) with analytic f (t, x ) is clear.

We set
D (r, M )= { (t, x ); 0<x  <r, 0<t<M x 7 },

4(E, ; c)= { (t, x ); (t--1)+c - 1 1x— ,

then from th e  proof o f lemma 2.2 in  [6], it follows that

(3.1) A(t, x)1 C(M) 2 1- 2 f o r  (t, x )ED(r, M ).

L et us pu t p(M, r, .i) =C(M) - '(2M) - 1  i f  r_ . 1 and C(M) -- '(2M) - l.V - r  if 1<1»
then we get

Proposition 3.1. One can f ind a positive constant T(M, r) so that if

(i, x ')ED(p(M , r, m), o<.i<T(M, y)
then we have

4(i, ;C (M )p (M ,  7, ,
 ic. ))CD(p(M , r, m).

Pro o f . By a sim ple calculation.

Remark 3.1. From (3.1), we know that A (t, x )i-C(M ) 2 p(M ,y , .i) 2 fo r  (t, x)
D(p(M, r, M), and then Proposition 3.1 implies that 4(1, L ;C(M)p(M, r, 50)

is the  dependence domain o f (t, provided that 0<1 <T (M , r), 0 <i<M 1 r.  In
other words, from L u(t, x )=0 in  4(1, ii;C(M )p(M , r, u(t, x)-o for t_0, we
can conclude that u(1, x')=0.

Next, we consider th e  coordinate transformation associated with 0 + (A).
Let T ;  Ur) {X > , wn , be a  diffeomorphism defined by

x i =t— g5(x ), x 2 =x

where U, W  is a  neighborhood of the origin in Ri, x , R 1 , 2 respectively. Denote
by L o  t h e  operator transformed by T o which is defined in  wn{x2>0}. Then

Proposition 3.2. Let ç5(x) + (A ), q5(x )>0. Then there are positive constants
M o , T (M , r, 0) (_<T(M, r)) such that f o r any (i, satisfy ing 0<.f<T(M , y , 0),
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çbM <i <ME, with M_>_1110,  one has

T o (4(t, ;C (M )p (M , r, i)))c{(x 1 , x 2);

Pro o f . Let us set a=o - +(0)>0. F irs t w e  note th a t the following inequality,
1 0(x) - 0(î)1 I x for 0 < x , ic'<6=5(0), The other
hand, if 1 <1 , (t, x ) 4(Î, ; c(m)p(m, r, X')) implies that 1, and
thus, taking into account of cr. r ,  w e get th is proposition. When the case
the inequalities I çb(x)— O()1 C lx  —  , for 0 < x ,  <  = (3(0), and show this
proposition.

Denote by E(M , r, 0 ) the set

{(x1, x2) ; 0<x 2 <a0, 0 <x1<M x T2- 0(x2)}.

Proposition 3 . 3 .  S uppose th at th e  Cauchy problem (1.2) f o r  L  is C - -well
posed i n  a  neighborhood o f  th e  o rig in .  Then there a re  a  neighborhood of  the
.origin -147  in  1? 1. , , ,  a constant C and an integer 1 such that the inequality

.(3.2) s u p  u I sup ID 'L o u
ogs i r

is valid f o r an y  T >0  an d  f o r any ueCT(T717  (1E (1 , 7 , 0 )). W here  M A / o ,  and
D a--D f iap, D = D .

Next consider the coordinate transformation T ,,,

T ,p; y1=p 4 x1, Y 2 =p 5q x2.

W e assume th a t 6, p, q ()+ and

(3.3) P _ rg. •
Let u EC,7( fy i > 0, y2> O p, then one can find M (_ M o )  and po so  tha t

supp(u.T; 1)CfrinE(111, 7, 95) f o r  p- --100.

W e  d e n o te  b y  Lo, p  t h e  operator obtained from Lo by  the transformation T
then , from  (3.2), it follows that

(3.4) sup I u I _ CP k ( a 'P 'q ' l ) s u p 1/4(4,0)1,

for any y1>0.
For the la ter use, w e prove the following simple proposition.

Proposition 3 . 4 .  Fo r any  0(x )Eg ± (A ), we have

F 1, 12(A (t+0(x), x))Econvex hull o f  {((m, n)+./4)U((0, n+1) - FRI-)}.

Pro o f . From Remark 2.1 and (1.3), it follows that

P i 2(A (t+O(x), x))=F1 2( x "  h (t+çb(x)— t,(x))) .
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O ne c a n  f in d  t, o (x ) ,  from  th e  definition o f  i (x ) such that t, 0 (x) (x ), and this
shows tha t Clt, o (x)I 95(x) — ti,(x)1 fo r a ll y, 1 y m. C onsequen tly  w e have

/71/2( x 2n il ii (t+95(x)—t,(x)))Cr// 2(x 2 3 A ( t_ t , o (x))).

T h e  o th e r  h a n d , from  th e  proof o f  lemma 2.2 in  [6 ], w e know  that I t (x) 2 '
x 2 1, and this completes th e  proof.

4 .  Proof of the necessity.

Let

A"' j ) (x)D J D B (i)(x )Di+F(x )

where D i =D x j ,  a n d  çbE 2 4 (A ). F ir s t  w e  w r ite  d o w n  the  coeffic ien ts  o f L
ex p lic itly . If  w e  d en o te  b y  fo (x ) the  function f(x1 - F- 0(x2), x 2) , the coefficients
a re  w ritten a s  follows

4 (1.11( x ) _ 1 _ ,4 0 ( x ) {0(1)( x 2 )} 1, AO, 2)' x ' —) 2 A 0 (X )0 (1 ) (X 2 ), A ( " ) (.0 =  A o ( X ) ,

B ( 2 ) (X )=B o(X ), B " ) ( X ) = — iA 0 (X )0 (21 (x2) — B0(X)0 (1 ) (X 2)+ C O (X ), F(X )=R O(X ),

w here 0 0 ) (x2)=-(didx2) i 0(x2).
From  (1.3), A(t, x ) an d  B(t, x) are  expressed a s  follows

A(t, x)= x 2 n ft2 m+ a i (x)t 2 ' 1 + • + a2.(x)} E(t, x)

B(t, x)=xn{t'n+b i (x)tni - 1 + ••• +b7-,(x)} È(t, x).

Therefore if  0(x 2 )E.g+ (A ), one can write

Ao(x)=-E A„, fi(x)xi 4(1+ 0(4 173 ))
(a , PEM  (p)

Bo(x)--= E B „,,s (x )xx (1+0 (xVP )), pEN.
Pe.51(0)

H ere w e note that

lim (x)=71a, ,g( 0) , if ( a , ) 111(95) ,

lim 13 a , ( x ) =  a , (#0) , if (a, 43)E...2i(0) •

Consequently, it follows that

T.,(A(t+O(x), x))=convex hull o f  1 U (a, 43)+M-1,
( a, pem (0)

T + (B(t+.0(x), x))=convex hull o f  { U (a, 43 )+1C-} .
( a, PE-911( ( )

(4.1)

P u t cr=o - (0)>O, then from  the expression of the coefficients, we obtain with
some 're N
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A(2."(x)=- E 110, ii(x)xlxg(1+0(xlir)),ca , )EAI (¢)

A 1  2 >(x)=2E 13(x)xf'xe+(a-')(1+0(xr)),
(a , 19)EM (0)

(4.2) A " 2) (x )= 1 - E cTAa  p (x )x 4 + 2 ( e r - 1 ) ( 1 ± 0 ( x ) ) ,

( a,p)emo) '
B( 2 )(x)=- E px`i'xe(1+0(xr)),

(a , P)E.5l(95)

B ( 1 ) ( x ) = - i E c2 A„ p(x)xf̀ x11+(° - ')(1+0(X1))
(a , 13)EM

- E ci B „, p(x)x'i ( a - 1 ) (1+ 0(xr))+C 0(x) .(a, P>E3i(o)

Next, we consider th e  operator L o , p .

p-2 6 9  L  ,= A '  1) ( y ) D  A  2 ) (y) D D + A ' 2) (Y)P 2 6 q - 2 ö P M

B 1) (y),0 - 4 Did- B 2) (y)e - 2 6 P D2±Fp(Y)9 - 2 ' 1',

where we denote by  f (y ) th e  function f(p - 4 371, 9'gy 2 ). Let us set

n(0)(P, 0= 1(a, /3)G 31(0) ; (a + UP-1-k <11,

M(0)(p, q)=- {(a, p)E M(0); ap+ iSq <21,

e(p, q)= min {2-1{aP±Pq+(1+P)}},
i9 )E A (0)(1 , , q)

o-1(p, q)=-5(p, q)(1-0(p, q)), 5(p, 0=(1+p - q ) .

T hen w e have

Proposition 4 .1 . Suppose that

at()(p , q )* Ø ,  M (0 )(p , q )= 0 , 1>q(1-a) .

T hen w e can f ind fiGQ+, so that

n (0 )(1 ), q )# Ø , M ( 0 ) ( ,  q )=Ø ,  0 < o q)<1,

o-1(fi, q ) - ô ( ,  q)qa-1±5(fi, q)fi <0.

P ro o f .  W e follow th e  proof of theorem 7.1 in  [ 3 ] .  Set

s(p, q)= {(a, 19) ; 2q(1- o- ) <aP+ Pq+(l+P)}

In  the case when 32(0)(p, q)Es(p, q), w e take  fi = p .  T h e  inequality O<O(p, q)
<1 is  trivial. Remarking th e  equality

cri (p, q ) - a ( p ,  q)qa -1+5(P, q)P=5(P, 4){q(1 - 0-) -  0 (P, 9)1,

the  desired inequality follows from .31(0)(p, q)c<X(p, q), and  a(p, q)_1 - q ( 1 -  î )

> 0 . T h e  o th e r  h a n d , since w e  h a v e  e(p, q )> q (1 -a )_q -p , and this
implies that 0<a(p, q)(1-0(p, q))<1.

Next consider the case w hen .51(0)(p, q)criC(p, q). Denote
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f (p , p)=p -1 (1 -1 3 q -p ), g(p, 18)=p - '12q(1-c)-1-p-130,

then  w e see f(P ', 43)- g(P', 13)-?-2{1-g(1 - a)} >0 , for T ake Z1=
( a ,  p1) a a(çb)(p, q )\S (p , q ) . Since g(P, p), f (P, A) depend continuously o n  p
a n d  g(1, 13)<0, one can find p,EQ, p<p1 so that ZIE-91(0)(P1, q)nx(pi, q).
If .5l2(çb)(p1 , q)c,x(p„ q ) , it suffice to  take fi= p i.  O therwise there is Z2

=

(a 2, p2)E5l2(0)(P1, 9)\-K(P1, 4), a n d  b y  t h e  same reasoning, o n e  finds p2 EQ,

P1<p2_1 such that Z 2 E,92(q5)(P2 , q)(1,X(P2, q). T h is  procedure e n d s  after the
finite times. If no t, there is a  sequence fz i m i ca(0)(p, q) satisfying

(4.3) Z,,E8v2(0)(p„ q)\,K (p ) , q), Z.,,E..92(çb)(P., + 1, On,x(p.,+„ q).

If we show that Z ,,# Z , for th e  proof is complete, because ._92(0)(p, q) is a
finite set. S u p p o s e  th at Z 2 =Z 5 a n d  i > j .  Then from (4.3) it follows that
Z,=Z,E812(0)(p,_„ q). The inclusion ,x(pf , q)c,X (p,_„ q) implies that
Z ) =-Z 1 Es(p 3 , Ona(p .,, q)c,x(p, i , q), but this contradicts to (4.3). T he  proof
of the  rest part is th e  same a s  in  th e  first case.

Take Ø + (A), p, qGQ+ which satisfies th e  hypotheses of proposition 4.1.
Then from this proposition one can find I), 0'1=0'1(13, q), ô=6(, q), 0=0(P, q).
In  the  following, we write 1,= p .  Choose z-E N  so that r3, vp, z-q,
where (a, ,92(çb)l..) M (0 ) . With this r, (4.1) is valid clearly.

Denote a i =r/r, -1 ,  and define 0.,= ( i '+ 1 - 1=1, •-• , un(y)=

expii(ppY2+ /3(y)p° , ) }, u°(y)=exp fidupy21, where p  is a  real param-

eter of which signature will be determined in later.
Here we remark that if  (a , 13)e ,512(95)°(p , q) th e  following equality holds,

(4.4) 1 -a5 p -p q +4 -2 5 p =2 o - 1.

If  (a , p)En(çb)(p, q)\n(q5) , (p, q ) , w e have 1-a5p-- 495q±(3q-25p<2o- i . Where
-11(0)° (P, q)= {(a, P)ea(0)(P, q); aP -1- - 484±( 1±P)=201•

Proposition 4 .2 . S uppose that p, q, a, i , a i  satisf y  th e  hypotheses o f  proposi-
tion 4.1. Then we have

( .11)-1 p -2 L o , (uo )=p2a1[i(y , ,a;

where (1),(y„ei ; l'„)=1 1, 1 (y)2 +p E Ba,,931.Ye •

P)E-51 (0) ° (P , q)

Proof. W e  consider each term  separately. S ince .114 (0 )(p , q )=0  and
1>q(1-a), it follows that -aap -313q+24(1 -a)=-5 (ap+13q-2q (1 -a))<0 . This
shows that

(4.5) p2,1Açoi,i)(y)=92,1(1+0(p-ur)).

From M(04(P, q )=Ø  and proposition 4.1, we get

-d ap -ap q +6 q -4 +1 +a,-5 q (o - -1 )
= 25 (2 - aP - Pq)+(0-1-5go--1±4)<O,
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and this implies that

(4.6) 9 ,34- 6 P+ , 1+1A ,(9 1. 2) (y ) 0( 9 -1/ , ) .

T h e  other hand, it is easy to see that

(4.7) p2ô0-23p+2 1 1. 2  2 )  ( y ) =  OM •

‘.Next consider th e  term p q 2 p - F I B 2 ) (  y) From (4.3) and (4.4), it follows

(4.8) 9 k -2 4 + 1 n (2 ) ( y )= p 2 ' i r „ 13 . 4 3 q A + 0 ( p
- l t r ) 1 .

( a , PEA 1 (¢). (p q)

In  virtue o f  A1(0)(p, q )= 0  and proposition 4.1, it is easy to see that

— bap-313q-3q(a-2 )-6p+a 1

=-6(ap+13 q -2)+ (a 1- 3 q a-1-Eap)-1< —1,

fo r (a , p)E M (0), and  from (4.3), (4.4) and proposition 4.1 it follows that

- -ô ap -3 43q—ag(o--- 1)-5p+Gr,

=(--aap - 5pq+5q - 24+1)±(3p —aqa+cr 1 - 1)<20.,

fo r (a , p )E 5 l2 (¢ ). These inequalities show that

(4.9) p-4-"IB 1)(y )=0(p2a1-1/7).

(4.6) through (4.9) complete th e  proof.

Starting from  proposition 4.2, b y  th e  s ta n d a rd  method o f constructing an
asymptotic solution, we can get the  following lemma (See [3 ]  and [2]).

Lemma 4 .1 .  Suppose that 0 E g + (A ), p, geQ+, po-+(0)q, 1>q(1— o - +(g5)) and
M (0)(p , q)=0, ,911(0)(p , q)± 0 . Then fo r  any  given f) = (j1, S2), ti >  0 , a neigh-
borhood U(Sr) o f Sr and an integer N , one can f ind y E U ( ) ,  a neighborhood Y  o f
y  (Y C U (P) and analytic functions li(y ), v n (y), 0 < n < N  defined in  Y  so
that

(E(Y , p)) - 1,0- 2 4 4 u p = 0 (p 2 6 1- ( 4 N+" 1') i n  Y.

W here E (y , p)=exp up(y )=E(y , p) ni o vn (y)p - 3 1 7 . Moreover, one

can assume that Im 11 (Y )-(Y 2 —  .92)2 +50(Y 1 —  571) in w ith 5o>0, v0(5)=- 1,
v(y)=0,

Proposition 4 .3 . Suppose th at  95cL'+ (A ) ,  Ø>0, p, qEQ±, f;■ (1+(¢)q, 1>
q(1— o- +(0 ))  and the Cauchy problem fo r  L  is C- -well posed in a neighborhood of
the origin. Then we have

.511(0)(P,
 q ) = Ø i f  m ( 0 ) ( P ,  0 = 0 .

Pro o f . F irst no te  th at p?„- o- 4- (0 )q , 95 g + (A )  imply p r q .  Suppose that
moxp, q)=Ø  .5i(0)(p, q )  Ø .  Then from lemma 4.1, we can construct the
asymptotic solution u p  f o r  Lo, p . N ow take X(y) CA Y ) which is identically
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equal to 1 in  a neighborhood of y , and consider p (y)=X(y)u p (y). Then it is
easy to see that

(4.10) sup Da ( L  p U  p )1 < C  p 2a1+2Sp+1+1- +N +1)1 7 p U (y ) 1= 1  ,

when p—>00. For sufficiently large N, this inequality contradicts to (3.4).

Remark 4.1. In the case when 0 is identically zero and p, qEQ+ satisfy
1+P>q, we have the same conclusion as that of proposition 4.3, from theorem
7.1 in [3].

5. Final remarks.

In  th is section, from proposition 4.3 and Remark 4.1, we shall prove the
next lemma and complete the proof of the necessity.

Lemma 5.1. Suppose that the Cauchy problem  (1.2) i s  C- -well posed in a
neighborhood of the orig in . Then we have

17,(tB(t+0(x), x))C1 -71 2 (A(H-0(x), x)) fo r  a l l  0EQ+ (A).

P ro o f .  Denote by I(I, 13 (0, .i))171=1, (13(0, m)=n), {(1, r(sb, j))17=i, (r(0, rT2)= 0

the set of vertices of P.,(xn f i  A,(t+O(x), x)), F+ (B (t+0(x), x)), respectively.

Set

E(0 .1)=  /5 (0 , j — 1 )—  13 (0) j), - 5.- M I  
5 (0, j) = (Ø, j-1)-1(0, j),

Since the set of vertices of F.,(tB(t+Ø(x), x)) consists o f l(j+1, r(0, MIT°, to
show this lemma, it will be suffice to prove that

(5.1) r(0, J)>= .48(0, J+1), for

Let

(5.2) •-• >s(0, l) a+(0)>e(0, l+1)>=  ••• >s(0, 7n),

an d  le t aP(.1)+Pg(j)=1 b e the equation o f th e  line through (j, 13(0, j ) )  and
( j -1 , r(0, J-1)). Then it fo llow s from  (5.2) that p(j)/g(j)=s(q5, j ) cy+ (0 ),

and consequently one of the hypotheses of proposition 4.1 is satisfied.
The other hand, from proposition 3.4, it is easy to see that 19=1/q(j) n+1,

at a=0, and this implies that  q (j) 1. Taking into account o f c -i-(0 )>0, we
have 1>q(j)(1— a+(0)). Therefore, from proposition 4.3, it fo llow s that the
T+ (B(t+O(x), x)) lies in the right side of the lines (a+1)p(j)+13q(j)=1,
and this fact shows that

(5.3) r(g5, j) 13(0, j+1 ),

In the case when noting Remark 4.1, we apply proposition 4.3 with 0.-=.0,
q-=s1n, p=(1—s)/m , (s 1, s E Q ). Then we get 77z ._. n ,  and from this inequality,
it follows that
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(5.4)1 (0, i)-?=71>---n=43(0, j+1),m - 1 j .

It remains to show that

(5.5) 1(0, Da, 13(0, i+1), fo r  /.1<_j_ m -2.

Now assume that there is at least one such that r(0, i)<73(0, 1+1).
L et j o = m axIj; r(0, p<I3(0, j+1)}, then  from  th e  definition, we see that
r a(çb, jo+1)<E(95, .7.0+2)<o - + (q5). T ake 0 + (A ) so  th a t a+(0)=s(0 , j o +2).
Since cr+(0 - 0)=0 - +(0), a(0, i0+1)<e(0), th e  following equalities a re  easily
verified that 3(0, j+1)=3(0, 1+1), J . 1. 0. Thus we have

(5.6) r(sh, .10= E 5(0, i)+71= E a(sb, J)+11-2-(0, J o ) .

Next, inequalities o- + (0)=- 6(95, ••• m ), im ply that s(0, j) (0, j),
Then it follows that

(5.7) 19(0, jo - F1)= 6(0, 6(0, P - Fn=j3(0, j 0 +1 ).
.7=i0+2 J---)0+2

From the inequalities 6 ( ,  j) a- +(sb)=g+(0— çb), 05_15:70+2, we have s(0, j)
0 ( 0 )  for 0._3*-. 10 + 2 , and then the same reasoning obtaining (5.1) shows that

(5.8) 7(0, j+ 1 ) , /0+1.

Now, combining (5.6), (5.7) and (5.8), we have

1(0, 10)=r(0, .10+1)48(95, 3'0+1),

but this contradicts to the assumption, and the proof is complete.
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