
�

�

�

�

�

�

�

�

J. Math. Kyoto Univ. (JMKYAZ)
40-4 (2000), 591–602

The theory of second-order differential
equations based on Finsler geometry

By

Valery S. Dryuma and Makoto Matsumoto

The first author has felt a great interest in the geometrical approach to the
theory of nonlinear dynamical systems on the basis of Finsler metrics ([4], [5])
and gave a lecture with the title “Finsler’s metrics of phase space of nonlinear
dynamical systems and their applications”at the International Conference on
Differential Geometry and its Applications, Bucharest, 1992 (Tensor, N. S., 53,
x vi, ↓ 3). The second author participated in the Conference as a member of
the Committee of Organization. Since then, the intimate contacts between the
present authors have continued through the applications of Finsler geometry in
the nonlinear dynamical systems.

Finsler geometry has founded by P. Finsler (1918) as the differential-
geometrical development of variation calculus. Consequently the theory of
geodesics should be one of the essential fields of the differential geometry of
Finsler spaces.

Closely related to the behavior of geodesics, the conception of Finsler space
with rectilinear extremals has been proposed and studied by P. Funk and L.
Berwald. In particular, Berwald (1941) and the second author [7] have estab-
lished the necessary and sufficient conditions for a Finsler space to be with
rectilinear extremals, and the second author [8] has proved that the transfor-
mation of rectilinear coordinate systems is projective.

Directly motivated by the behavior of geodesic equations of two-
dimensional Riemannian space and Berwald space, the second author with S.
Bácsó [3] have found the notion of Finsler space of Douglas type and investi-
gated the differential-geometrical aspects of the special Finsler spaces. In the
two-dimensional case those spaces are characterized by the remarkable fact that
the right-hand side of the geodesic equation y′′ = f(x, y, y′) is a polynomial in
y′ of degree at most three.

In the recent paper [12] the second author showed that a projectively equiv-
alent class of two-dimensional Finsler spaces is associated to a given second-
order differential equation y′′ = f(x, y, y′) of the normal form such that it is a
differential equation of geodesics of every space of this class. Consequently the
behavior of y′′ = f(x, y, y′) is directly connected with that of the spaces.
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The first three sections of the present paper are devoted to the detailed
description of Finsler spaces with rectilinear extremals and of Douglas type
in the viewpoint of the theory of second-order differential equations. The last
section gives a precise proof of the characterization of two-dimensional Douglas
space, shown by the first author ([5], [6]). The main results are stated as
Theorems 1, 2, 3 and 4, while Theorems A ∼ F are those which have been
shown already.

1. Preliminaries

1.1. Finsler spaces with the Berwald connection

We consider an n-dimensional Finsler space Fn = (Mn, L(x, y)) on a
smooth n-manifold Mn ([1], [9]). Its fundamental function L(x, y), a real-
valued function on the tangent bundle TMn, is usually supposed to satisfy
certain conditions from the geometrical standpoint, but only the homogeneity
and the regularity are supposed here for our following considerations:

(1) L(x, y) be positively homogeneous in y = (yi) of degree one: L(x, py) =
pL(x, y) for ∀p > 0.

(2) L(x, y) be regular: gij = ∂̇i∂̇jF has non-zero g = det(gij), where ∂̇i =
∂/∂yi and F = L2/2.

Let (gij) be the inverse matrix of (gij) and construct

2γj
i
k(x, y) = gir(∂kgrj + ∂jgrk − ∂rgjk),

2Gi(x, y) = gij{(∂̇j∂rF )yr − ∂jF},
where ∂j = ∂/∂xj . Then we have γj

i
k(x, y)yjyk = 2Gi(x, y).

The length s of an arc C : xi = xi(t), a � t � b, on Mn is defined in Fn by
the integral s =

∫ b

a
L(x, ẋ)dt, ẋi = dxi/dt. An extremal curve of the integral,

called a geodesic, is given by the Euler differential equations d(∂̇iL)/dt−∂iL =
0, which can be written in the form

ẋi{ẍj + 2Gj(x, ẋ)} − ẋj{ẍi + 2Gi(x, ẋ)} = 0.(1.1)

In order to introduce various geometrical quantities in Fn, we are con-
cerned with a Finsler connection FΓ = (Fj

i
k(x, y), N i

j(x, y), Vj
i
k(x, y)) of Fn.

For a Finslerian tensor field, FΓ gives rise to the h and v-covariant derivatives:
Let us treat of a tensor field Xi(x, y) of (1, 0) -type, for brevity. Then we get
two tensor fields ∇hX and ∇vX as follows:

∇h
jX

i = δjX
i + XrFr

i
j , ∇v

jX
i = ∂̇jX

i + XrVr
i
j ,

where δj = ∂j −Nr
j(x, y)∂̇r. The h and v-covariant derivatives ∇hX and ∇hX

are tensor fields of (1, 1)-type.
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In the following we need the Berwald connection BΓ = (Gj
i
k(x, y), Gi

j(x,

y), 0), defined by Gi
j = ∂̇jG

i and Gj
i
k = ∂̇kGi

j . “Vj
i
k = 0”for BΓ means

∇i
v = ∂̇i. We have the commutation formulae, called the Ricci identities:

∇k
h(∇j

hXi) −∇j
h(∇k

hXi) = XrHr
i
jk − (∂̇rX

i)Rr
jk,

∂̇k(∇j
hXi) −∇j

h(∂̇kXi) = XrGr
i
jk.

Here three tensor fields H, R and G appear. Ri
jk is called the (v) h-torsion

tensor, defined by

Ri
jk = ∂kGi

j − Gj
i
rG

r
k − [j, k],

where [j, k] denotes the interchange of indices j, k of the preceding terms. Hh
i
jk

and Gh
i
jk are called the h and v-curvature tensors respectively, defined by

Hh
i
jk = ∂̇hRi

jk, Gh
i
jk = ∂̇hGj

i
k.

It is noted that Gh
i
jk is symmetric in the subscripts. The contracted tensor

Gr
r
jk = Gjk is called the hv-Ricci tensor.
For the later use we shall make special mention of the three classes of

special Finsler spaces as follows:

(1) Riemannian spaces, characterized by gij = gij(x), that is, the C-tensor
Cijk = (∂̇kgij) /2 vanishes.

(2) Locally Minskowski spaces, characterized by the existence of an adapted
coordiante system (xi) around each point such that L = L(y). We have
Gj

i
k = 0 in (xi). The tensorial characterization is Ri

jk = 0 and Gh
i
jk =

0.

(3) Berwald spaces, characterized by Gj
i
k = Gj

i
k(x), that is, Gh

i
jk = 0.

Then 2Gi(x, y) = Gj
i
k(x)yjyk.

The classes (1) and (2) are contained in the class (3).

1.2. Projective change of Finsler spaces

We consider a change of Finsler metrics: Fn = (Mn, L(x, y)) → F
n

=
(Mn, L(x, y)). If any geodesic of Fn coincides with a geodesic of F

n
as a set

of points and vice versa, then the change is called projective and Fn is said to
be projectively related to F

n
.

Fn is projectively related to F
n
, if and only if there exists locally a scalar

field P (x, y), positively homogeneous in yi of degree one, satisfying

G
i
(x, y) = Gi(x, y) + P (x, y)yi.

Let us put ∂̇iP = Pi. Then we get

G
i
j = Gi

j + Pjy
i + Pδi

j .
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From these equations we obtain an invariant of projective change as follows:

Qh = Gh − 1
n + 1

Gr
ry

h.

Consequently we are led to the series of projective invariants by means of
successive differentiations of Qh with respect to yi. In particular, we get

Qh
i = ∂̇iQ

h = Gh
i − 1

n + 1
(Gr

r
iy

h + Gr
rδ

h
i),

Qi
h

j = ∂̇jQ
h

i = Gi
h

j − 1
n + 1

(Gijy
h + Gr

r
iδ

h
j + Gr

r
jδ

h
i),

where Gij is the hv-Ricci tensor. Next we get the invariant tensor field

Di
h

jk = ∂̇kQi
h

j = Gi
h

jk − 1
n + 1

{(∂̇kGij)yh + Gijδ
h

k + Gjkδh
i + Gkiδ

h
j},

called the Douglas tensor, where Gi
h

jk is the hv-curvature tensor.

1.3. Associated Finsler spaces of dimension two

We are concerned with a Finsler space F 2 of dimension two. Let us denote
a coordinate system (x1, x2) by (x, y) and (y1, y2) by (p, q). Then the equation
(1.1) of a geodesic of F 2 has the form

p(q̇ + 2G2) − q(ṗ + 2G1) = 0.(1.2)

In this case we have 2Gi = G1
i
1p

2 +2G1
i
2pq+G2

i
2q

2, i = 1, 2. Hence, in terms
of y′ = dy/dx and y′′ = d2y/dx2, (1.2) can be written as

y′′ = f(x, y, y′) = f3(y′)3 + f2(y′)2 + f1y
′ + f0,(1.3)

f3 = G2
1
2, f2 = 2G1

1
2 − G2

2
2,

f1 = G1
1
1 − 2G1

2
2, f0 = −G1

2
1,

where Gj
i
k = Gj

i
k(x, y; 1, y′), because Gj

i
k(x, y; p, q) are positively homoge-

neous in (p, q) of degree zero [11].
Recently the second author has shown [12]: In the two-dimensional case

any path space is projectively related to a Finsler space. In other words, to
a given second-order differential equation y′′ = Φ(x, y, y′) of the normal form,
there exists a class of projectively related Finsler spaces the geodesics of which
are nothing but y′′ = Φ(x, y, y′). Therefore y′′ = Φ(x, y, y′) can be regarded
as the differential equation of geodesics of a two-dimensional Finsler space F 2.
We shall say that F 2 is associated to y′′ = Φ(x, y, y′).
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2. Projectively flat Finsler spaces of dimension two

A Finsler space is called projectively flat, if it has a covering by coordinate
neighborhoods in which it is projectively related to a locally Minkowski space.

Next a Finsler space is said to be with rectilinear extremals, if it is covered
by coordinate neighborhoods in which any geodesic is represented by linear
equations xi = xi

o + tai in a parameter t, where xi
0 and ai are constants. Such

a coordinate system (xi) is called rectilinear [8].
It is well-known [1] that a Finsler space is projectively flat, if and only

if it is with rectilinear extremals. The tensorial characterization of projective
flatness has been established by L. Berwald and rigorously by the second author
[7] as follows:

Theorem A. A Finsler space of dimension n is projectively flat, if and
only if

(1) n � 3 : Dh
i
jk = 0 and W i

jk = 0,

(2) n = 2 : Dh
i
jk = 0 and Kij = 0.

Here Dh
i
jk is the Douglas tensor. The Weyl torsion tensor W i

jk = 0 is
equivalent to the fact that the (v)h-torsion tensor Ri

jk is of the form

Ri
jkyj = L2K(δi

k − lilk),

where K is called the scalar curvature. The space Fn, n � 3, with W i
jk = 0

is said to be of scalar curvature K. But W i
jk vanishes always in any Finsler

space of dimension two. The tensor Kij is defined from the h-curvature tensor
Hi

h
jk as follows:

Hij = Hi
r
jr, Hi =

1
n − 1

(nHri + Hir)yr,

Kij = (n − 1)(∇j
hHi −∇i

hHj).

Throughout the present paper we are mainly concerned with the case n =
2. To understand the necessary and sufficient condition as above in n = 2, we
need two essential scalars I and R of a two-dimensional Finsler space F 2. With
respect to the orthonormal Berwald frame (l, m) of F 2 ([1], [9]), the C-tensor
Cijk and the (v)h-torsion tensor Ri

jk are written in the form

LCijk = Imimjmk, Ri
jk = εLRmi(ljmk − lkmj),

where ε = ±1 is the signature of F 2. I(x, y) is called the main scalar and
R(x, y) the h-scalar curvature or the Gauss carvature.

For a scalar field S(x, y) the h-scalar derivatives (S,1,S,2) and the v-scalar
derivatives (S;1, S;2) are defined as follows:

∇j
hS = S,1li + S,2mi, L(∂̇iS) = S;1li + S;2mi.
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If S(x, y) is positively homogeneous in yi of degree r, then S;1 = rS. Since
both I and R are of degree zero, we get I;1 = R;1 = 0.

Then the Douglas tensor Dh
i
jk and the tensor Kij of F 2 are written in

the form

3LDh
i
jk = −(6I,1 + εI2;2 + 2II2)mhlimjmk,

Kij = L(3R,2 − R;2,1)(limj − ljmi),

where I2 = I,1;2 + I,2. Therefore we have

Theorem B. A two-dimensional Finsler space is projectively flat, if
and only if the main scalar I and the Gauss curvature R saisfy the differential
equations

6I,1 + εI2;2 + 2II2 = 0, 3R,2 − R;2,1 = 0,

where I2 = I,1;2 + I,2.

Now we treat, in particular, of a locally Minkowski space of dimension
two. Then Gj

i
k = 0 in an adapted coordinate system (x, y), and hence (1.3)

is reduced to y′′ = 0. Since a Finsler space which is projectively related to a
locally Minkowski space is called projectively flat, we have

Theorem 1. A differential equation y′′ = f(x, y, y′) is reduced to
d2y/dx2 = 0 by a change of variables (x, y) → (x, y) if and only if the associ-
ated Finsler space F 2 is projectively flat. Then (x, y) is a rectilinear coordinate
system of F 2.

Remark. Such a Finsler space is characterized by Theorem B. Further
the fundamental function L(x, y; p, q) has been given ([10], [11]) as follows:

Theorem C. The fundamental functions of all projectively flat Finsler
spaces of dimension two are given, in a rectilinear coordinate system (x, y), by

L(x, y; p, q) = p

∫ z

0

(z − t)H(t, y − tx)dt + Exp + Eyq,

where (p, q) = (ẋ, ẏ), z = q/p and H, E(x, y) are arbitrary functions.

Remark. See p. 55 of the book [2], published originaly in 1937, where
the condition for d2y/dx2 = φ(x, y, dy/dx) to be reduced to the form d2y/dx2 =
0 is given in terms of the notion of dual equation.

3. Douglas spaces of dimension two

For a Berwald space the connection coefficients Gj
i
k are functions of po-

sition (xi) alone in any local coordinate system. Hence, in a two-dimensional
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Berwald space the right-hand side f(x, y, y′) of (1.3) is a polynomial in y′ of
degree at most three. What is the necessary and sufficient condition for a
two-dimensional Finsler space such that f(x, y, y′) be of the form above?

Suppose that f be of the form:

f(x, y, y′) = g3(y′)3 + g2(y′)2 + g1y
′ + g0,

with gk(x, y), k = 0, 1, 2, 3. Then (1.2) can be written as

g0p
3 + g1p

2q + g2pq2 + g3q
3 = 2(G1ẏ − G2ẋ).

Consequently G1q−G2p is a homogeneous polynomial in (p, q) of degree three.
Thus we are led to the

Definition ([3]). A Finsler space of dimension n is said to be of the
Douglas type, or called a Douglas space, if Dij = Giyj −Gjyi are homogeneous
polynomial in yi of degree three.

Now we treat of the condition ∂̇k∂̇j ∂̇i∂̇hDlm = Dlm
hijk = 0 for a Douglas

space. It is observed that the contracted tensor Dlr
hijr is written as

Dir
hijr = (n + 1)Dh

l
ij ,

where Dh
l
ij is the Douglas tensor. Conversely Dlm

hijk is written in terms of
the Douglas tensor as

Dlm
hijk = (∂̇kDh

l
ij)ym + {Di

l
jkδm

h + (h, i, j, k)} − [l, m],

where (h, i, j, k) denotes the cyclic permutation of these subscripts of the pre-
ceding terms. As a consequence the tensor Dlm

hijk vanishes if and only if the
Douglas tensor vanishes. Therefore we obtain the fundamental theorem [3] of
the theory of Douglas spaces as follows:

Theorem D. A Finsler space is a Douglas space, if and only if the
Douglas tensor vanishes identically.

In the two-dimensional case Theorem D may be stated in the words of the
theory of ordinary differential equations as follows:

Theorem 2. The right-hand side of a differential equation y′′=f(x, y, y′)
is a polynomial in y′ of degree at most three, if and only if the associated Finsler
space of dimension two is a Douglas space.

Remark. Since the notion of Douglas space is characterized by the
tensor equation in virtue of Theorem D, the property of f(x, y, y′) in Theorem
2 is independent of the choice of variables (x, y).

Theorem A shows that the condition Dh
i
jk = 0 for a Douglas space is

contained as a part in the condition for a Finsler space to be projectively flat.
Therefore we have
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Theorem E. If a Finsler space Fn is projectively flat, then Fn is a
Douglas space.

Thus Theorem 1 gives rise to the following expression of Theorem E in the
viewpoint of the theory of ordinary differential equations:

Theorem 3. If a differential equation y′′ = f(x, y, y′) can be reduced to
d2y/dx2 = 0 by a change of variables (x, y) → (x, y), then f(x, y, y′) must be
a polynomial in y′ of degree at most three.

Remark. Theorem 3 coincides with Theorem 1 (p. 51) of Arnold’s book
[2]. It should be emphasized that Theorem 3 is only an analytical version of
the geometrical Theorem E.

The remainder of the present section is devoted to studying Douglas spaces
of dimension two. Let F 2 = (π(x, y), L(x, y; p, q)) be a two-dimensional Finsler
space which is defined in a domain π(x, y) of the (x, y)-plane and has the
fundamental function L(x, y; p, q). Since L is positively homogeneous in (p, q)
of degree one, we can introduce

W (x, y; p, q) = Lpp/q2 = −Lpq/pq = Lqq/p2,

which is called the Weierstrass invariant, positively homogeneous in (p, q) of
degree −3. Then the Euler equation d(∂̇iL)/dt − ∂iL = 0 of a geodesic can be
written in the single equation

pq̇ − ṗq + (Lxq − Lyp)/W = O.(3.1)

Hence (1, 1) shows 2(G2p − G1q) = (Lxq − Lyp)/W . Therefore we have

Theorem F. A two-dimensional Finsler space is a Douglas space, if
and only if (Lxq − Lyp)/W is a homogeneous polynomial in (p, q) of degree
three.

Example 1. Let us consider a two-dimensional Finsler space F 2 with
the metric

L = (q − p) log |z − 1| − (q + p) log |z + 1| − 2xq, z = q/p.

we have (Lxq − Lyp)/W = p(p2 − q2). Thus F 2 is a Douglas space. The
geodesics equation is y′′ = (y′)2 − 1.

4. Another characterization of two-dimensional Douglas space

For F 2 = (π(x, y), L(x, y; p, q)) we introduce the associated fundamental
function A(x, y, z) of three variables by A(x, y, z) = L(x, y; 1, z). Then we have
the relation between L and A as follows: L(x, y; p, q) = pA(x, y, q/p).
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Putting A′ = ∂A/∂z, we get Lxq −Lyp = A′
yz +A′

x −Ay and W = A′′/p3.
Consequently (3.1) leads to the equation of geodesics in terms of A(x, y, z) as
follows:

A′′y′′ + A′
yy′ + A′

x − Ay = 0, z = y′.(4.1)

Now we consider the equation (1.3) of geodesics. From (4.1) it follows that

A′′f + A′
yz + A′

x − Ay = 0(4.2.1)

must be identically satisfied by (x, y, z), where f = f(x, y, z) and A = A(x, y, z).
Differentiate (4.2.1) successively by z. Putting S = log |A′′| and P = Sx +Syz,
we obtain

S′f + f ′ + P = 0,(4.2.2)

S′′f + S′f ′ + f ′′ + P ′ = 0,(4.2.3)

S′′′f + 2S′′f ′ + S′f ′′ + f ′′′ + P ′′ = 0,(4.2.4)

and finally

Sivf + 3S′′′f ′ + 3S′′f ′′ + S′f ′′′ + f iv + P ′′′ = 0.(4.3)

Supose that F 2 under consideration be a Douglas space. Then f iv = 0
from Theorem 2, and hence (4.3) is reduced to

Sivf + 3S′′′f ′ + 3S′′f ′′ + S′f ′′′ + P ′′′ = 0.(4.2.5)

Then the coefficients of (f, f ′, f ′′, f ′′′, 1) in these five equations (4.2) must
satisfy

�(A) =

A′′ 0 0 0 δ(A)
S′ 1 0 0 P
S′′ S′ 1 0 P ′

S′′′ 2S′′ S′ 1 P ′′

Siv 3S′′′ 3S′′ S′ P ′′′

= 0,

where δ(A) = A′
yz + A′

x − Ay.
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Theorem 4. A two-dimensional Finsler space (π(x, y), A(x, y, z)) with
the associated fundamental function A(x, y, z) is a Douglas space, if and only
if A satisfies �(A) = 0, where S = log |A′′|, P = Sx + Syz and δ(A) =
A′

yz + A′
x − Ay.

Proof. Only the sufficiency must be shown. From �(A) = 0 it follows
that the five equations

(1) A′′x1 + (A′
yz + A′

x − Ay)x5 = 0,

(2) S′x1 + x2 + Px5 = 0,

(3) S′′x1 + S′x2 + x3 + P ′x5 = 0,

(4) S′′′x1 + 2S′′x2 + S′x3 + x4 + P ′′x5 = 0,

(5) Sivx1 + 3S′′′x2 + 3S′′x3 + S′x4 + P ′′′x5 = 0,

has a non-trivial solution (x1, . . . , x5). Suppose that x5 = 0. Then (1) gives
x1 = 0 because of A′′ = pW �= 0. Hence (2) leads to x2 = 0, (3) to x3 = 0
and (4) to x4 = 0, which is a contradiction. Thus we have non-zero x5. Hence
(1) and (4.2.1) lead to f = x1/x5. Then (2), comparing with (4.2.2), gives
f ′ = x2/x5. Similarly we obtain f ′′ = x3/x5 and f ′′′ = x4/x5. Consequently
(5) gives (4.2.5), and, comparing with (4.3), f iv = 0 is concluded. Therefore
f(x, y, z) is a polynomial in z of degree three.

The condition ∆(A) = 0 should coincide with the vanishing of the Douglas
tensor in the two-dimensional case. In fact, �(A) is constructed from A(x, y, z)
by the differentiations one time with respect to (x, y) and six times with respect
to z. On the other hand, the Douglas tensor is the set of components Di

h
jk,

constructed from L(xi, yi) in the same way, that is, by the differentiations one
time with respect to xi and six times with respect to yi.

Example 2. We treat of F 2 with

L(x, y; p, q) = 2p log |q/p| + qu(x, y),

where u(x, y) is a function of (x, y). We have A(x, y, z) = 2 log |z| + zu and
S = log 2 − 2 log |z|, P = 0. Then ∆(A) = 0 holds for any u(x, y). Thus F 2 is
a Douglas space. The geodesic equation is given by 2y′′ = ux(y′)2.
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[3] S. Bácsó and M. Matsumoto, On Finsler spaces of Douglas type. A gener-
alization of the notion of Berwald space, Publ. Math. Debrecen, 51 (1997),
385–406.

[4] V. S. Dryuma, Finsler’s metric of the nonlinear dynamical system phase
space and its applications, Rep. on 9th Interl. Conf. “Topology and its
Applications ”, Kiev, 1992, p. 70.

[5] V. S. Dryuma, Geometrical properties of the multidimensional nonlinear
differential equations and the Finsler metrics of phase spaces of dynamical
systems, Teoret. Mat. Fiz., 99 (1994), 241–249.

[6] V. S. Dryuma, Geometrical properties on nonlinear dynamical systems
with regular and chaotic behavior, Proc. 1st workshop on nonlinear
physics, theory and experiment, Lecce, Italy, (1995), 83–93.

[7] M. Matsumoto, Projective changes of Finsler metrics and projectively flat
Finsler spaces, Tensor N. S., 34 (1980), 303–315.

[8] M. Matsumoto, Projectively flat Finsler spaces of constant curvature, J.
Natl. Acad. Math., Gorakhpur, 1-2 (1983), 142–164.

[9] M. Matsumoto, Foundations of Finsler Geometry and Special Finsler
spaces, Kaiseisha, Otsu, 1986.

[10] M. Matsumoto, The inverse problem of variation calculus in two-
dimensional Finsler space, J. Math. Kyoto Univ., 29 (1989), 489–496.

[11] M. Matsumoto, Geodesics of two-dimensional Finsler spaces, Mathl. Com-
put. Modelling, 20, 4/5 (1994), 1–23.



�

�

�

�

�

�

�

�

602 Valery S. Dryuma and Makoto Matsumoto

[12] M. Matsumoto, Every path space of dimension two is projectively related
to a Finsler space, Open System. & Inform. Dynamics, 3 (1995), 291–303.


