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A 2-LOCAL CHARACTERIZATION OF M12

MICHAEL ASCHBACHER

Dedicated to Reinhold Baer on the 100th anniversary of his birth

Abstract. A characterization of the Mathieu group M12 is established;
the characterization is used by Aschbacher and Smith in their classifi-

cation of the quasithin finite simple groups.

This is one in a series of papers providing simplified, modern, computer free
treatments of the existence and uniqueness of the sporadic groups, and of the
normalizers of subgroups of prime order and Sylow subgroups in these groups.
Such information is the minimum necessary for purposes of the Classification
of Finite Simple Groups. The series also seeks to avoid appeals to references
other than basic texts like [A1] and [A2], or other papers in the series which
operate under the same constraints.

Here we treat the Mathieu group M12. To identify M12 in the context of
the Classification, one needs a 2-local characterization of M12. The character-
ization given here is one chosen for the purposes of [AS], where the quasithin
groups of even characteristic are classified. This is the place in the Classifica-
tion where M12 arises. Here is our characterization:

Theorem 1. Let G be a finite group, z an involution in G, H = CG(z),
Q = O2(H), and X ∈ Syl3(H). Assume

(a) Q is extraspecial of order 32,
(b) H/Q ∼= S3 and CQ(X) = 〈z〉, and
(c) z is not weakly closed in Q with respect to G.

Then one of the following holds:

(1) There is a normal E8-subgroup V of G with G/V ∼= L3(2).
(2) G ∼= A8 or A9, and the two Q8-subgroups of Q are not normal in H.
(3) G ∼= M12, and the two Q8-subgroups of Q are normal in H.
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In [W], W. Wong characterizes M12 via the centralizer of a 2-central in-
volution and the condition that G has at most two classes of involutions; of
course there is also a nonsimple example arising in (1). Wong’s result can
also be retrieved from a theorem of Brauer and Fong in [BF] with less natural
hypotheses. Both proofs are highly character-theoretic and proceed by deter-
mining the group order and appealing to a result of Stanton [S] which says
M12 is the unique simple group of order |M12|. Unfortunately the discussion
in [S] is the barest of sketches. It appeals to a result of Brauer in [B] which
shows that the character table of such a group is unique; then Stanton states
without proof that using the character table, one can show that a subgroup
of degree 12 exists, and that one can then use the resulting doubly transitive
representation to prove the group is unique. He also appeals to the calculation
of the character table by Frobenius in [F]. Finally Brauer also omits details
of his calculations showing the character table is unique; see the footnote on
page 67 of [B].

Our proof is character free. After some local analysis, we use the Thompson
order formula to determine the group order. Then we use local analysis to
construct an M11-subgroup and the uniqueness of the corresponding Steiner
system (cf. [A2]) to identify the group as M12. Theorem 1 also gives a
characterization of A8 and A9 which is needed in [AS].

The existence and subgroup structure of M12 is an easy consequence of the
representation of M12 on its Steiner system—see, for example, Lemma 19.4
in [A2] for a construction of this Steiner system and M12. For completeness,
in Section 5 we show that M12 satisfies the hypotheses of Theorem 1, list
the normalizers of subgroups of prime order and Sylow subgroups of M11 and
M12, and provide proofs that these lists are correct. This information is “well
known” but it is not clear that proofs appear in the literature.

See [A1] for the definition of basic notation and terminology on finite
groups.

1. Preliminary lemmas

Lemma 1.1. Let G be a finite group and E ∼= E2n be a TI-subgroup of G
strongly closed in NG(E) with respect to G. Then if G 6= NG(E), NG(E) is
transitive on E#.

Proof. Assume G 6= M = NG(E) and let e, f ∈ E#. Then as E is a TI-
subgroup of G there exists g ∈ G with a = eg /∈ E. As E is strongly closed
in M , a /∈ M . If |af | is even then the involution z in X = 〈af〉 centralizes
a and f and fz ∈ fX ∪ aX . Thus as CG(f) ≤ M and E is strongly closed
in M , fz ∈ E, so a ∈ CG(z) ≤ M , a contradiction. Thus |af | is odd, so
f ∈ aG = eG. As this holds for all e, f ∈ E# and E is a TI-subgroup of G,
M is transitive on E#. �
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In the next lemma let G be a finite group with two classes of involutions
with representatives z and t. For x an involution in G define

A(x) = {(u, v) ∈ zG × tG : x ∈ 〈uv〉}

and set a(x) = |A(x)|. The Thompson Order Formula for groups with two
classes of involutions says:

Lemma 1.2 (Thompson Order Formula). |G| = |CG(z)|a(t)+|CG(t)|a(z).

Proof. See, for example, 45.6 in [A1]. �

2. Groups of type M12 and A8

In this section we consider groups satisfying the following hypothesis:

Hypothesis 2.1. G is a finite group, z an involution in G, H = CG(z),
Q = O2(H), X ∈ Syl3(H), and

(a) Q is extraspecial of order 32,
(b) H/Q ∼= S3 and CQ(X) = 〈z〉, and
(c) z is not weakly closed in Q with respect to G.

Thus throughout this section we assume G satisfies Hypothesis 2.1. Also
set H̃ = H/〈z〉 and H∗ = H/Q. By Hypothesis 2.1 we may choose g ∈ G−H
with s = zg ∈ Q; set E = Q ∩ Qg. By a standard construction (cf. 23.10 in
[A1]) we can identify Z(Q) with F2 and regard Q̃ as an orthogonal space over
F2 with bilinear form (x̃, ỹ) = [x, y] and q(x̃) = x2; moreover H∗ ≤ O(Q̃).

Lemma 2.2.

(1) Q ∼= Q2
8.

(2) NH(X) = X〈z, u〉 with 〈u, z〉 of order 4 and u inverts X.

Proof. As CQ̃(X) = 0, the orthogonal space Q̃ is of maximal Witt index,
so (1) holds. Further by a Frattini argument, H = NH(X)Q, so S3

∼= H∗ ∼=
NH(X)/CQ(X) = NH(X)/〈z〉, and therefore (2) holds. �

Lemma 2.3. Let Pu be the preimage in Q of CQ̃(u). Then:

(1) u inverts Pu and Q is transitive on the set ũP̃u of involutions in ũQ̃.
(2) Either

(a) u interchanges the two Q8-subgroups of Q, Pu = CQ(u) ∼= E8,
and H has three orbits on involutions in Q− {z}, each of length
6, or

(b) u acts on both Q8-subgroups of Q, Pu ∼= Z2×Z4, and H has two
orbits on involutions in Q− {z} of length 6 and 12.
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Proof. By 2.2(1), Q = Q1 ∗ Q2 with Qi ∼= Q8, and as Q̃ is an orthogonal
space of maximal Witt index, Q̃#

1 ∪Q̃
#
2 is the set of nonsingular points of Q̃, so

Q1 and Q2 are the unique Q8-subgroups of Q and Q−{z} has 18 involutions.
As CQ̃(X) = 0 and u inverts X, P̃u = [Q̃, u] is of rank 2 and totally

isotropic. So either P̃u is totally singular and Pu ∼= E8 or Pu ∼= Z2 × Z4. In
either case Q is transitive on the set ũP̃u of involutions in ũQ̃ (cf. Exercise
2.8(1) in [A2]), so |uq| = |u| for each q ∈ Pu, and hence u inverts q. So (1) is
established.

Suppose next that Qu1 = Q2. Then P̃u∩ Q̃i = 0 for i = 1, 2, so P̃u is totally
singular and hence Pu ∼= E8. As u inverts Pu, Pu = CQ(u). The members of
P̃#
u are representatives for the orbits of H on singular points of Q̃, and each

such orbit is of length 3, so (a) holds.
So assume Qui = Qi for i = 1, 2. Then 0 6= CQ̃i(u) is nonsingular, so P̃u

is not totally singular and hence Pu ∼= Z2 × Z4. In particular P̃u contains
a unique singular point ṽ, so vH is the unique orbit of length 6 of H on
involutions, and the other nontrivial orbit is of length 12. �

Lemma 2.3 divides our analysis into two cases: Define G to be of type A8

if case (a) of 2.3(2) holds and define G to be of type M12 if case (b) of 2.3(2)
holds.

Lemma 2.4.

(1) sH ∩ CQ(u) 6= ∅, so sH is of order 6 and without loss we may take
s ∈ CQ(u).

(2) E ∼= E8 and Qg ∩H = E〈u〉 ∼= Z2 ×D8.
(3) u is an involution.
(4) T = Q(Qg ∩H) = Q〈u〉 ∈ Syl2(H).

Proof. By 8.15 in [A2], Φ(E) = 1 and m(E) ≤ 3. On the other hand, by
8.7 in [A2], z ∈ Qg, so Qg ∩ H = CQg (z) ∼= Z2 × D8 is of order 16, so as
|H∗|2 = 2, |E| ≥ 8. We conclude E ∼= E8 and T = Q(Qg ∩ H) ∈ Syl2(H).
In particular we may take u ∈ T . Indeed, Qg ∩H −E contains an involution
v, so by 2.3(1), we may take ṽ = ũ. Then 〈u, z〉 = 〈v, z〉 ∼= E4, so u is an
involution in Qg ∩H. In particular s ∈ CQ(u). �

Lemma 2.5.

(1) E = CG(E).
(2) If E / H then M = 〈H,Qg〉 = NG(E) and M/E ∼= L3(2) acts natu-

rally on E.

Proof. First CG(E) = CH(E) = CQ(E) = E, by 2.4(2) and because CQ̃(X)
= 0. Further if E is normal in H then as E is also normal in Qg, M ≤ NG(E).
As CG(E) = E, NG(E)/E ≤ GL(E) ∼= L3(2). Then as H/E is the stablizer
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of the point z of E in GL(E), H/E is maximal in NG(E)/E, so M = NG(E)
and M/E ∼= L3(2). �

Lemma 2.6. Assume G is of type A8 and let M = NG(E). Then:
(1) E / H.
(2) Every involution in H is fused into Q under M .
(3) Every involution in M − E is conjugate to u or uz.

Proof. First CQ(s) ∼= Z2 × D8, so there are two E8 subgroups E and E1

in CQ(s). Then as G is of type A8, 2.3(2) says Pu = E or E1. But as
E〈u〉 ∼= Z2 ×D8, [u,E] 6= 1, so E1 = Pu.

Next 〈s̃X〉 is a totally singular subspace of Q̃, so 〈s̃X〉 = Ẽ or Ẽ1, and as
E1 = Pu is centralized by u, but 〈s̃X〉 is not, the former holds. Therefore
H = X〈u〉Q acts on E, so that (1) holds.

By 2.5, M/E ∼= L3(2), so as L3(2) has one class of involutions, (2) holds.
Similarly each involution in M −E is fused into uE ⊆ uQ, so by 2.3(1), each
such involution is conjugate to u or uz. �

Lemma 2.7. Let G be of type M12. Then:
(1) zG ∩Q = {z} ∪ sH is of order 7.
(2) H has three orbits on involutions of Q with representatives z, s, and

t.
(3) H is transitive on involutions in H −Q.
(4) Every involution in H is fused into Q under 〈H,Qg〉.
(5) G has two classes of involutions with representatives z and t.

Proof. By 2.4(1), if z 6= s ∈ zG ∩Q then sH ∩CQ(u) 6= ∅, while by 2.3(2),
CQ(u) contains just 3 involutions, so (1) holds. Part (2) follows from 2.3(2).
By 2.3(1), each involution in H −Q is conjugate to u or uz and as u inverts
Pu ∼= Z2 ×Z4, uz ∈ uPu , so (3) holds. Indeed, we may take u ∈ Qg, so as Qg

is fused to Q in 〈Q,Qg〉 (cf. 8.7 in [A2]), (3) implies (4). Finally (1), (2), and
(4) imply (5). �

Lemma 2.8. Assume E# = zG ∩Q. Then:
(1) G = NG(E) with E the natural module for G/E ∼= L3(2).
(2) G splits over E if and only if G is of type A8.

Proof. Let M = NG(E). As E# = zG ∩ Q, E / H, so by 2.5, E is the
natural module for M/E ∼= L3(2). We must show G = M , so assume not.
By hypothesis, E# = zG ∩ Q, so by 2.6(2) and 2.7(4), E is strongly closed
in H with respect to G and then also strongly closed in M as H is of odd
index in G. As M has more than one class of involutions, 7.6 in [A2] says M
is not strongly embedded in G, so CG(j) �M for some involution j ∈ T . As
H = CG(z) ≤M and M is transitive on E#, j /∈ E.
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Let J = CG(j) and MJ = M ∩J . Then U = CE(j) ∼= E4 and U is strongly
closed in MJ = NJ(U) with respect to J , so by 1.1, MJ is transitive on U#.
This is impossible as MJ is a 2-group, so (1) is established.

Suppose G is of type A8. Then there are four X-complements to Ẽ in
Q̃, two of which are Q̃1 and Q̃2, interchanged by u, and the other three are
u-invariant and totally singular. Pick one of the latter and let U denote its
preimage in Q. Then U ∼= E8, so U = 〈z〉 × [U,X] and X〈u〉[U,X] is a
complement to E in H. Therefore as |G : H| is odd, G splits over E by
Gaschütz’ Theorem (cf. 10.4 in [A1]).

On the other hand, if G is of type M12 then Q̃1 and Q̃2 are the only X-
complements to Ẽ in Q̃, so as z ∈ Φ(Qi), G does not split over E in this
case. �

3. Groups of type A8

In this section we continue to assume Hypothesis 2.1 and the notation
established in Section 2. In addition we assume G is of type A8. If E# =
zG ∩Q then G is the split extension of E ∼= E8 by L3(2). Thus in this section
we also assume E# 6= zG ∩Q. Under these hypotheses, we will show G is A8

or A9.
Let T = Q〈u〉. Then T ∈ Syl2(H) and as 〈z〉 = Z(T ) and H = CG(z),

T ∈ Syl2(G).

Lemma 3.1.

(1) A = Pu〈u〉 ∼= E16 and A = J(T ).
(2) |zG ∩A| = 9.
(3) NG(A)/A ∼= Ω+

4 (2) acts naturally on A.
(4) Q = EF where E ∩ F = 〈z〉, E# ∪ F# = zG ∩ Q, F = Q ∩ Qy for

some y ∈ G−H, and NG(F ) is the split extension of F by L3(2).

Proof. By 2.5(2) and 2.6(1), M = NG(E) is of type A8, so applying 2.8
to M we conclude that M is isomorphic to a parabolic of L4(2). Therefore
(1) holds as it holds in L4(2). Notice also that CG(A) = CH(A) = A. Let
K = NG(A); as A = CG(A), K/A ≤ GL(A) ∼= L4(2). As Z(T ) = 〈z〉 and
T = NH(A) = H ∩ K, NK(T ) = T . Then as T/A ∼= E4, K = TJ , where
J/A = O(K/A), by the Burnside Normal p-complement Theorem (cf. 39.1 in
[A1]).

As A = J(T ), 7.7 in [A2] says zG ∩A = zK , so

|zG ∩A| = |zK | = |K : CK(z)| = |K : T | = |J/A|.

Suppose zG ∩ A = A#. Then 15 = |zG ∩ A| = |J/A|. This is impossible as
the normalizer in L4(2) ∼= A8 of a subgroup of order 15 contains no subgroup
isomorphic to T/A ∼= E4.
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So zG∩A 6= A#. On the other hand, E# 6= zG∩Q by hypothesis, so there
is y ∈ G−H with zy ∈ Q−E. Let F = Q∩Qy. By symmetry between E and
F , F ∼= E8 and NG(F ) is the split extension of F by GL(F ), so F# ⊆ zG.
As E = Q ∩ Qr for each zr ∈ E − 〈z〉, F ∩ E = 〈z〉, and then by an order
argument, Q = EF . Now either E#∪F# = zG∩Q and (4) holds, or by 2.3(2),
all involutions in Q are in zG. But in that case, by 2.6(2), all involutions in
H are in zG, whereas A contains involutions not conjugate to z. Hence (4) is
established.

Next T has orbits uT and (uz)T of length 4 on A−Q, orbits {1} and {z}
of length 1, and 3 orbits of length 2 on A ∩Q− 〈z〉. By (4), Q− E contains
involutions conjugate to z and not conjugate to z, so by 2.6(3), we may take
u ∈ zG and uz /∈ zG. Similarly exactly two of the orbits of length 2 are in zG,
so (2) is established. Hence J/A is of order 9, so J/A is a Sylow 3-subgroup of
GL(A) ∼= L4(2). Then the normalizer in GL(A) of J/A is of order 36 = |K/A|,
so K/A is that normalizer, and hence (3) holds. �

In the remainder of the section let A and F be the subgroups of G defined
in 3.1, and set L = 〈NG(E), NG(F )〉.

Lemma 3.2. L ∼= A8.

Proof. Let G0 = NG(E), G1 = NG(A), G2 = NG(F ), and F=(G0, G1, G2).
We show that F is an A3-system of L, as defined in Section 4 of Appendix I
of [AS]. Then the lemma follows from Theorem I.4.1 in [AS].

Let Qi = O2(Gi) and for J ⊆ I = {0, 1, 2}, let

GJ =
⋂
j∈J

Gj .

By 2.5, 2.6, and 3.1(4), G0/Q0
∼= G2/Q2

∼= L3(2), while by 3.1(3), G1/Q1
∼=

Ω+
4 (2). As T ≤ Gi for each i, T ≤ GI . Further H = G0 ∩G2 is the maximal

parabolic of Gi stabilizing the point z in Qi for i = 0, 2. On the other hand,
by 3.1(3), T = CG1(z), so GI = T . Further for i = 0, 2, G1,i = NGi(A)
is the maximal parabolic of Gi stabilizing the line A ∩ Qi of Qi, and hence
as G1/Q1

∼= Ω+
4 (2), G1,0 and G1,2 are the two maximal parabolics of G1.

Thus we have verified conditions (D1)–(D3) of the definition of “A3-system”
in [AS]. By definition, L = 〈F〉, and as Gi is irreducible on Qi for each i, no
nontrivial subgroup of T is normal in each Gi, verifying condition (D4). This
completes the proof of the lemma. �

Propostion 3.3. Let G be of type A8. Then either:

(1) zG ∩Q = E# is of order 7 and G is the split extension of E ∼= E8 by
L3(2) acting naturally on E, or

(2) zG ∩Q is of order 13 and G ∼= A8 or A9.
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Proof. By 3.2, L ∼= A8, so we may assume G 6= L. Further we can represent
L as the alternating group on Ω = {1, . . . , 8} and G by right multiplication
on the coset space G/L. Then L has two classes of involutions with rep-
resentatives z acting without fixed points on Ω and t = (1, 2)(3, 4), and by
construction H = CG(z) ≤ L. Therefore the coset L is the unique point of
G/L fixed by each member of zL by 7.3 in [A2]. But by 7.6 in [A2], L is not
strongly embedded in G, so K = CG(t) � L.

Let J = O2(K)) and X = L1,2,3,4 be the stabilizer in L of the set of points
of Ω moved by t. Then X = O2(CL(t)). As L is the unique fixed point of
z on G/L, CL(t) is the unique fixed point of z on K/(K ∩ L), so by 7.4 in
[A2], |K : K ∩ L| is odd and K ∩ L controls K-fusion of its 2-elements. Thus
as K � L, J � L, and we conclude from a standard transfer result (37.5 in
[A1]) that X = J ∩ L. In particular as |K : K ∩ L| is odd, O2(X) ∈ Syl2(J),
and J has one class of involutions. Now i = (5, 6)(7, 8) is an involution in
O2(X) and it ∈ zL, so CG(it) ≤ L. Thus CJ(i) = CJ(it) ≤ J ∩ L = X,
so CJ(i) = O2(X) ∼= E4. Therefore as J � X, it follows from Exercise
16.6 in [A1] that J ∼= L2(4). But now the centralizers and fusion pattern of
involutions in G are the same as in A9, so by the Thompson Order Formula
1.2, |G| = |A9| = 9|L|. But by 8.12 in [A2] (with U = A) G is simple. Thus
L ∼= A8 and the permutation representation of G on G/L is faithful, so as
that representation is of degree 9 and |G| = |A9|, the representation defines
an isomorphism of G with A9. �

4. Groups of type M12

In this section we continue to assume Hypothesis 2.1 and the notation
established in Section 2. In addition we assume G is of type M12 and E# 6=
zG ∩Q. Under these hypotheses, we will show G is M12.

Let T = Q〈u〉; arguing as in the previous section, T ∈ Syl2(G). Set
V = 〈z, s〉 and M = NG(V ). By 2.7, G has two classes of involutions with
representatives z and t ∈ Q.

Lemma 4.1.

(1) V # = zG ∩ E, so we may take t ∈ E.
(2) u ∈ zG, tV ⊆ tG, and CM (t) = Y CQ(t), where Y is of order 3.
(3) M = 〈Q,Qg〉 is the split extension of R = O2(M) of order 32 by

Y 〈r〉 ∼= S3, r, rt ∈ tG, and NM (Y ) = Y 〈r〉 × 〈t〉.

Proof. By 2.7, zG∩Q = {z}∪sH is of order 7, so (cf. the last paragraph of
the proof of 2.8) zG ∩Q = F#, where F is the unique normal E8-subgroup of
H. By hypothesis, E 6= F , so E∩F = V , establishing (1). Next CQ(s) = EF
with all involutions in CQ(s) contained in E∪F , so the involutions in CQ(s)−E
are in zG. By symmetry the set uV of involutions in Qg ∩H −E is contained
in zG, establishing the first part of (2).
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Let M0 = 〈Q,Qg〉 and R = CQ(s)(Qg ∩ H). By 8.15 in [A2], M =
M0CH(V ), so as CH(V ) ≤ Q, M = M0. Then again by 8.15 in [A2],
R = O2(M), M/R ∼= S3, and 1 < V < E < R is a chief series for M
with R/E and V the natural module for M/R and [M,E] ≤ V . In particular
[t, R] = V , so tV = tR and |CM (t)| = |M |/4 = 3|CQ(t)|, completing the proof
of (2), and there exists Y ∈ Syl3(M) with NM (Y ) = 〈t, r〉Y ∼= Z2×S3, where
r ∈ Q−R inverts Y . As zG ∩Q ⊆ R, r, rt ∈ tG. Hence (3) is established. �

Lemma 4.2.

(1) CG(t) = 〈t〉 ×K〈r〉 with V ∈ Syl2(K) and zG ∩ CG(t) ⊆ K.
(2) Either

(a) K ∼= A4, 〈r〉K ∼= S4, and V = O2(K), or
(b) K ∼= A5 and K〈r〉 ∼= S5.

Proof. First CH(t) = CQ(t) ∼= Z2 × D8 and by 4.3 in [A3], CQ(t) ∈
Syl2(CG(t)). Next by 4.1, CM (t) = CQ(t)Y = 〈t〉 × V Y 〈r〉 with V Y 〈r〉 ∼= S4.
Moreover by 4.1, tV and all involutions in rY V and (rt)Y V are in tG, so
zG ∩ CM (t) = V #.

Let I = CG(t). Then tI ∩ V 〈r〉 = ∅, so by Thompson transfer there
is a subgroup I0 of index 2 of I with I = 〈t〉 × I0. We may take r ∈ I0
and rI ∩ V = ∅, so by another application of Thompson transfer, there is a
subgroup K of index 2 in I0 with V Y = M ∩ K. Then V = CK(z), so by
Exercise 16.6 in [A1], K = Y V or K ∼= A5, completing the proof. �

Lemma 4.3.

(1) If K ∼= A4 then |G| = 26 · 33 · 7.
(2) If K ∼= A5 then |G| = |M12| = 26 · 33 · 5 · 11.

Proof. This follows from the Thompson Order Formula 1.2, as we see soon.
Adopt the notation of that lemma. Let Ḡ = M12. By 5.3, Ḡ is of type M12,
so we have corresponding elements and subgroups z̄, H̄ etc. in Ḡ.

From 2.3 and 2.4(3), H is the split extension of Q2
8 by S3 with S3 faithful

on each of the Q8-subgroups of Q, so H is determined up to isomorphism, and
hence there is an isomorphism α : H̄ → H. By 2.7 and 4.1, (x̄Ḡ∩H̄)α = xG∩H
for x = t, z.

Suppose K ∼= A5. We see in a moment that when K ∼= A4, |G| 6= |M12|,
so K̄ ∼= A5 by 4.2. Hence by 4.2, there is an isomorphism ζ : CḠ(t̄)→ CG(t)
with (x̄Ḡ ∩CḠ(t̄))ζ = xG ∩CG(t) for x = t, z. Then by the Thompson Order
Formula, |Ḡ| = |G|, establishing (2).

Thus we may assume K ∼= A4. Let (x, y) ∈ A(z). By 2.3, 2.7, and 4.1,
y ∈ tH of order 12, so a(z) = 12at(z), where at(z) is the number of pairs
(x, t) ∈ A(z). Similarly x ∈ sH or uH . If b ∈ sH then z ∈ 〈bt〉 if and only if
|bt| = 4 and there are 4 such elements b as |sH∩CQ(t)| = 2. Similarly if b ∈ uH
then by 2.3, t̃ /∈ CQ̃(b), so z ∈ 〈bt〉 if and only if [b, t] is of order 4. Equivalently
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z /∈ 〈bt〉 if and only if [b, t̃] is singular if and only if 〈[b, t], z〉 = CQ(b) = 〈s, z〉
if and only if b ∈ Qg ∪Qgh − E, where sh = sz. So there are 8 choices for b
with z /∈ 〈bt〉, and therefore, as |uH | = 24, there are 16 choices for x in this
case. Therefore at(z) = 20 and a(z) = 240.

Next let (x, y) ∈ A(t). By 4.2, x ∈ zY , so a(t) = 3az(t). Finally if
y ∈ tG ∩ CG(t) then (z, y) ∈ A(t) if and only if y = tz, so az(t) = 1 and
a(t) = 3. Then by the Thompson Order Formula 1.2,

|G| = |H| · a(t) + |CG(t)| · a(z) = 26 · 3 · 3 + 24 · 3 · 240 = 12, 096 = 26 · 33 · 7.
�

Remark 4.4. We wish to show G ∼= M12. To do so we first construct a
subgroup S of G isomorphic to S6. This shows that 5 divides the order of G,
so by 4.3, |G| = |M12|. Then we extend S to NG(S) ∼= Aut(A6), which of
course contains an M10-subgroup. This M10-subgroup is our candidate for the
stabilizer of 2 points in a set of 12 points permuted 5-transitively by G. We
extend our M10-subgroup to an M11-subgroup and conclude G is 5-transitive
on the cosets of this subgroup, so that G ∼= M12. We begin to implement this
sketch.

Lemma 4.5. There exists X1 of order 3 in CG(X) inverted by z, and,
replacing u by uz if necessary, centralizing u.

Proof. By 2.2(2), CH(X) = X〈z〉, so by Thompson transfer, CG(X) =
P 〈z〉, where P = O(CG(X)) and z inverts P/X. Also u inverts X, so u acts on
P and then P = CP (u)CP (uz)X. By 4.3, 27 divides |G|, so 3 divides |P/X|,
and then without loss 3 divides |CP (u)|. Hence we may pick X1 ≤ CP (u) as
claimed.

We observe also for later use that as u, uz ∈ zG, CP (u) and CP (uz) are of
order 1 or 3, so P is of order 9 or 27, and hence |CG(X)| = 18 or 54. �

Let A(z) = (zG ∩Q) ∪ {1}. We saw during the proof of 4.1 that A(z) is a
subgroup of G isomorphic to E8. Set S = 〈A(z), A(u), X,X1〉.

Lemma 4.6. S ∼= S6.

Proof. Let X = 〈x〉, X1 = 〈x1〉, A = A(z), 〈a〉 = C[A,X](u), z1 = z,
z2 = x1z, z3 = au, z4 = ux, and z5 = u. Then (z1, z3, z4, z5) has Coxeter
diagram A1 ⊕A3 and

AX〈u〉 = 〈z1, z3, z4, z5〉 ∼= Z2 × S4.

Next V = CQ(u) by 2.3(2), so a = s or sz. By 2.3(1), z 6= v2 for v ∈ H −Q.
Thus taking w ∈ A〈u〉 with w2 = a, w ∈ O2(CG(a)) = Qa. Suppose a = s.
Then as u ∈ Qg, A〈u〉 = 〈z, w, u〉 ≤ Qg, which is impossible as A ∩ Qg =
A ∩ E = V . Thus a = sz and as u ∈ Qg, az = s ∈ Q ∩ Qu. Then by
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symmetry between z and u, 〈su〉 = C[A(u),X1](z). Also z3 = au = (su)z,
so again by symmetry between z and u, (z5, z3, z2, z1) has Coxeter diagram
A1 ⊕A3 and A(u)X1〈z〉 = 〈z5, z3, z2, z1〉. It follows that (S, {z1, . . . , z5}) is a
Coxeter system of type A5, so S ∼= S6. (cf. 30.19 in [A1]) �

Lemma 4.7. CG(t) ∼= Z2 × S5 and |G| = |M12| = 26 · 33 · 5 · 11.

Proof. By 4.6, 5 divides |G|, so the claim follows from 4.3. �

Lemma 4.8. NG(S) ∼= Aut(A6).

Proof. First CG(S) ≤ CH(X) ≤ S, so CG(S) = 1. Thus it suffices to
show S < NG(S). Adopt the notation of the proof of 4.6, and as in that
proof let w ∈ A〈u〉 with w2 = a. Now by construction of S, u and z are
transpositions in S, so CS(z) ∼= Z2 × S4 is maximal in S, while from the
proof of 4.6, AX〈u〉 ∼= Z2 × S4, so CS(z) = AX〈u〉. Also a ∈ [X,A] ≤ E(S)
and hence s = za is the product of three 2-cycles and CS(s) = A〈u〉Xs

with Xs of order 3. Notice A(s) = V 〈u〉 and A are the two E8-subgroups
of A〈u〉, CS(z) = NH(A ∩ E(S)), and CS(s) = NHg (A(s) ∩ E(S)). Further
A ∩ E(S) = 〈a,wu〉 or 〈a,wuz〉, and replacing w by wz if necessary, we may
assume it is the latter. As u and z are transpositions centralizing s and
a ∈ CE(S)(s), A(s) ∩ E(S) = 〈a, uz〉.

We saw w ∈ Qa; let P = 〈w, y〉 be the Q8-subgroup of Qa containing w. As
z ∈ Qa and 〈w〉 = CP (z), zy = za = s. As u /∈ Q, z /∈ Qu; then as az ∈ Qu,
a /∈ Qu, so u /∈ Qa. By the choice of w, 〈w, u〉 ∼= D8, so u inverts w and
hence acts on P . Thus y interchanges the two 4-subgroups 〈u, a〉 and 〈uw, a〉
in 〈u,w〉, so as y interchanges s and z, it interchanges 〈uwz, a〉 = A(s)∩E(S)
and 〈uz, a〉 = A ∩ E(S), and hence also CS(s) and CS(z). Therefore as
S = 〈CS(z), CS(s)〉, y induces an outer automorphism on S, completing the
proof. �

Let L be the subgroup of NG(S) isomorphic to M10 and D = XX1.

Lemma 4.9. NG(D) is the split extension of D ∼= E9 by GL2(3), with
NG(S) ∩ NG(D) = DP , where P is semidihedral of order 16 and NL(D) =
O3,2(NG(D)).

Proof. As NG(S) ∼= Aut(A6) and D ∼= E9, D ∈ Syl3(NG(S)) and NG(S)∩
NG(D) = DP with P semidihedral of order 16. As |G|3 = 27 by 4.7, a
Sylow 3-subgroup B of NG(D) is of order 27. As observed at the end of the
proof of 4.5, |CG(X)| = 18 or 54, so CG(D) = D or B. In the former case
as Aut(D) ∼= GL2(3), the lemma holds, so we may assume the latter. But
then B = D × CB(uz) and Z4

∼= Φ(P ) centralizes CB(uz), impossible as
〈uz〉CB(uz) is conjugate to X〈z〉, which centralizes no element of order 4. �
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By 4.9, z inverts an element of order 3 in NG(D) − D, so there is an
involution v ∈ NG(D) ∩ CG(Z(P )) with vz of order 3. Let M = L ∪ LvL.

Lemma 4.10. M is a subgroup of G isomorphic to M11 and 4-transitive
on M/L.

Proof. We show M is a subgroup of G which is 4-transitive on M/L; then
by Exercise 6.6.7 in [A2], M ∼= M11. Indeed, if M is a subgroup of G, then
as M = L ∪ LvL, M is 2-transitive on M/L and M acts on M/L − {L} as
on L/(L∩Lv). But NL(D) / NG(D) by 4.9, so NL(D) ≤ L∩Lv and then as
NL(D) is maximal in L, NL(D) = L ∩ Lv. Therefore as L is 3-transitive on
L/NL(D), M is 4-transitive on M/L, as desired.

So it remains to show M is a subgroup of G. We just saw that L ∩ Lv =
NL(D) and L is 3-transitive on L/NL(D), so L = NL(D) ∪ NL(D)rNL(D),
where r ∈ NL(P )− P is an involution. Once again adopt the notation of the
proof of 4.6 and let b = uz, so that b inverts D and hence 〈b〉 = Z(P ). Now
P ∩ L ∼= Q8, so P ∩ L ≤ Qb by an observation during the proof of 4.6. As
[r, P ∩ L] � 〈b〉, r /∈ Qb, but as r ∈ NG(P ), 〈r, P 〉 is a 2-group, so rz ∈ Qb.
Therefore rQb = zQb so 3 = |vz| divides |vr|, and hence |vr| = 3 or 6. In the
latter case replace r by br to get rv of order 3. Therefore rv = vr.

This is the extra ingredient necessary to show M is a subgroup of G.
Namely to show M is a subgroup of G it suffices to show lv ∈ M for each
l ∈ L. But L = NL(D) ∪NL(D)rNL(D) and v acts on NL(D), so it suffices
to show (xry)v ∈M for each x, y ∈ NL(D). Finally

(xry)v = xvrvyv = xvvryv = (xvr)v(ryv) ∈ LvL ⊆M
as xv, yv ∈ NL(D) since v acts on NL(D). �

Lemma 4.11. G ∼= M12.

Proof. We show G = M ∪ MzM with M ∩ Mz = L. Therefore G is
2-transitive on G/M and M acts on G/M − {M} as on M/L, so as M is
4-transitive on M/L by 4.10, G is 5-transitive on G/M . Further by 4.7,
|G : M | = |M12 : M11| = 12, so by Exercise 6.6.7 in [A2], G ∼= M12.

Let G0 = M ∪MzM . We show G0 is a subgroup of G and M ∩Mz = L.
Then

|G0 : M | = 1 + |M : L| = 12 = |G : M |
so G = G0, as desired. Thus it suffices to show that G0 is a subgroup of G
and M ∩Mz = L.

As z ∈ S ≤ NG(L), L ≤M ∩Mz, while as M is 2-transitive on M/L, L is
maximal in M , so indeed L = M ∩Mz. As M = L ∪ LvL, it suffices, as in
the proof of the previous lemma, to show vz is of order 3. But that holds by
choice of v. �

We summarize the results in this section:
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Proposition 4.12. Let G be of type M12. Then either:
(1) zG ∩Q = E# is of order 7 and G is the nonsplit extension of E ∼= E8

by L3(2) acting naturally on E.
(2) zG ∩Q = F# for some subgroup F of order 8 with H = NG(F ) and

G ∼= M12.

Observe that Propositions 3.3 and 4.12 supply a proof of Theorem 1.

5. M12

In this section (X, C) is a Steiner system for M = M24 and D is a dodecad
for that system. See Chapter 6 in [A2] for the definition and a discussion of
these notions. Let G = NM (D); then by 19.4 in [A2]:

Lemma 5.1.

(1) G = M12 is of order 26 · 33 · 5 · 11.
(2) G is faithful and 5-transitive on D.

Lemma 5.2.

(1) For x ∈ D, Gx = M11.
(2) For W a 2-subset of D, GW ∼= M10 is the nonsplit extension of A6 by

Z2 and NG(W ) ∼= Aut(A6).
(3) For V a 3-subset of D, GV is the split extension of E9 by Q8 and

NG(V ) is the extension of E9 by GL2(3) acting faithfully on O3(GV ).

Proof. This follows from Exercise 6.6 in [A2]. �

Lemma 5.3. Let U be a 4-subset of D. Then:
(1) GU ∼= Q8, NG(U)/GU ∼= S4, and U = FixD(z) for z the involution in

GU .
(2) NG(U) = CG(z) is the split extension of Q = O2(CG(z)) ∼= Q2

8 by S3,
CQ(Y ) = 〈z〉 for Y ∈ Syl3(CG(z)), and both Q8-subgroups of Q are
normal in CG(z).

Proof. Let W ⊆ V ⊆ U with W,V of order 2,3, respectively. By 5.1 and
5.2(2), GW acts faithfully and 3-transitively on D −W as M10, so GU ∼= Q8

and FixD(z) = U for z the involution in GU . In particular z is in the center
of NG(U) and CG(z) ≤ NG(Fix(z)) = NG(U), so CG(z) = NG(U).

As G is 5-transitive on D, NG(U) is 4-transitive on U , so NG(U)/GU ∼=
S4. Therefore Q = O2(CG(z)) is of order 32, CG(z)/Q ∼= S3, and for Y ∈
Syl2(CG(z)), CQ(Y ) ≤ GU as the image of Y in S4 is selfcentralizing. We may
take Y to act on V , so by 5.2(3), CGU (Y ) = 〈z〉, and therefore CQ(Y ) = 〈z〉.

Let Q1 = GU and Q̃ = Q/〈z〉. As Y is irreducible on Q̃1, Q̃1 ≤ Z(Q̃),
and then as Inn(Q1) = CAut(Q1)(Q̃1), Q = Q1 ∗Q2, where Q2 = CQ(Q1). As
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CQ2(Y ) = 〈z〉, Q2
∼= Q8 or E8. Finally by 5.2(2), NG(W ) ∩CG(Q1) ∼= Z4, so

Q2
∼= Q8, completing the proof. �

Remark 5.4. Lemma 5.3 tells us that M12 is a group of type M12 in
the sense of Section 2. This together with the order of M12 appearing in
5.1(1) was used in 4.3 and 4.7 to show that if Ḡ is a group of type M12 then
either Ḡ is a nonsplit extension of E8 by L3(2) or |Ḡ| = |M12| and Ḡ has two
classes of involutions with representatives z̄ and t̄, where CḠ(z̄) ∼= CG(z) and
CḠ(t̄) ∼= Z2 × S5. We conclude:

Lemma 5.5.

(1) G has two classes of involutions zG and tG with z fixing 4 points of
D and t fixed point free on D.

(2) CG(t) ∼= Z2 × S5.

For by Remark 5.4, each group of type M12 with the same order as M12

has two classes of involutions with CG(t) ∼= Z2 × S5 for t a non-2-central
involution. Further M10 has one class of involutions, so by 5.2, t has no fixed
points on D.

Lemma 5.6. Let P ∈ Syl3(G). Then:
(1) P ∼= 31+2, Z = Z(P ) fixes 3 points of D, and NG(Fix(Z)) is the split

extension of E9 by GL2(3).
(2) NG(P )/P ∼= E4.
(3) G has two classes 3A and 3B of subgroups of order 3.
(4) 3A = ZG and for Y ∈ 3B, Y is fixed point free on D and NG(Y ) ∼=

S3 ×A4.
(5) 3A ∩P is of order 7.

Proof. By 5.1, P is of order 27. Then 5.2 implies (1) and (2). Let 3A =
ZG. By 5.2, V = FixD(Z) ⊂ Fix(z), for a suitable involution z fixing 4 points
of D, z inverts E = O3(GV ), and P = CP (z)E. Further NG(P ) = P 〈z, s〉,
where s ∈ CG(z) is an an involution inducing a transposition on V , so by 5.5,
s, sz ∈ zG. Therefore E = CE(s) × CE(sz) with CP (j) ∈ Syl3(CG(j)) for
j = z, s, sz. Then as NG(V ) is transitive on subgroups of order 3 in E, all are
in 3A and each is conjugate to CP (z). Therefore NG(P ) has four orbits on
subgroups of order 3 in P with representatives CE(s) = Z, CE(sz), CP (z),
and Y , and the first three subgroups are in 3A with 〈s〉 ∈ Syl2(CG(Z)) and
s ∈ zG. But by 5.5, a fixed point free involution t ∈ G centralizes a subgroup
of order 3, which must then be in Y G. This establishes (3) and (5).

By 5.2, Y is fixed point free on D, so Y has four cycles of length 3. We
have seen that Y Z〈s〉 is the stablizer of the cycle on V and Z is weakly closed
in Y Z, so Z is transitive on the remaining 3 cycles. Thus Y 〈s〉 is the kernel
of the action of NG(Y ) on the cycles of Y and NG(Y )/Y 〈s〉 ≤ S4. Finally
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we may take t ∈ CG(Y ), so by 5.5, NG(Y ) ∩ CG(t) ∼= S3 × E4, and hence we
conclude NG(Y ) ∼= S3 ×A4. �

Lemma 5.7. Let R ∈ Syl5(G). Then NG(R) ∼= Z2 × F , where F is
Frobenius of order 20.

Proof. By 5.1, R is of order 5, so by 5.5, we may take t to be a fixed
point free involution centralizing R and NG(R)∩CG(t) = 〈t〉×F , where F is
Frobenius of order 20. Then |CG(R)| = 2m with m odd. By 5.6, m is prime
to 3, so by 5.1, m = 5 or 55. Therefore either NG(R) ≤ CG(t) and the lemma
holds, or |NG(R) : R| = 88, and the latter contradicts Sylow’s Theorem. �

Lemma 5.8. Let S ∈ Syl11(G). Then NG(S) is Frobenius of order 55.

Proof. By the previous lemmas in this section, S is selfcentralizing of order
11. Now Sylow’s Theorem completes the proof. �

Lemma 5.9. Let A = NM ({D,D +X}. Then:
(1) |A : G| = 2 and A = Aut(G).
(2) NA(P )/P ∼= D8 for P ∈ Syl3(G).
(3) CA(O2(CG(z))) = 〈z〉 for z ∈ G an involution fixing 4 points of D.
(4) There is one class of involutions in A−G and CG(a) ∼= Z2 × A5 for

each involution a ∈ A−G.

Proof. By 19.5 in [A2], |A : G| = 2. Let B = Aut(G), P ∈ Syl3(G),
Z = Z(P ), V = FixD(Z), and L = NG(V ). By 5.6, L is the split extension
of E ∼= E9 by GL2(3), so L = Aut(L) and therefore NB(L) = L ×K, where
K = CB(L). From the proof of 5.6, there is an involution z fixing 4 points of D
inverting E; then CL(z) is a complement to E in L and CAut(CG(z))(CL(z)) =
1, so K centralizes CG(z).

We next show I = CB(Q) = 〈z〉, where Q = O2(CG(z)); this will prove
K = 1 and hence L = NB(L). Namely from Section 2 there is a fixed
point free involution t ∈ Q, and CQ(t) ∈ Syl2(CG(t)) with CG(t) ∼= Z2 × S5.
Thus |I : J | = 2, where J = CI(CG(t)). But O2(CG(z)) ≤ CG(J) and
G = 〈CG(t), O2(CG(z))〉 as the latter subgroup is 5-transitive on D. Thus
J = 1, proving (3).

We have shown L = NB(L). But by a Frattini argument, B = GNB(P ) and
by 5.6(5), P has just two maximal subgroups E and E1 all of whose subgroups
of order 3 are in 3A. Thus as L = NG(E), Eb = E1 for b ∈ NB(P ) − G,
completing the proof of (1) and (2). Further if Y ∈ Syl3(CG(z)) then each
h ∈ CA(z) with h2 ∈ 〈z〉 is fused into NA(Y ) ∩ CA(z) under CG(z), while
by (2), NA(Y ) has Sylow 2-groups isomorphic to D8, so there is one class of
involutions in A − G, and if a is such an involution in CA(z) then a Sylow
2-subgroup of CG(〈a, z〉) is contained in Q, and hence |CG(a)|2 ≤ 8.
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Let S ∈ Syl11(G). By 5.8 and a Frattini argument, we may take a ∈ NA(S)
and then a centralizes R of order 5 acting on S. Now by 5.7, a centralizes
the involution t ∈ CG(R), and then as R is selfcentralizing in Aut(E(CG(t)),
a centralizes E(CG(t)) ∼= A5. By 21.1 in [A2], the order of the centralizer
of involutions in M24 is not divisible by 9 or 11, so |〈t〉E(CG(t))| = |CG(a)|.
Thus CG(a) = 〈t〉 × E(CG(t), completing the proof of (4). �

Lemma 5.10. Let x ∈ D and Gx = M11 the stablizer in G of x. Then Gx
is of order 24 · 32 · 5 · 11 and:

(1) Gx has semidihedral Sylow 2-subgroups of order 16, one class zGx of
involutions, and CGx(z) ∼= GL2(3).

(2) Px ∈ Syl3(Gx) is a selfcentralizing TI-set isomorphic to E9 with
NGx(Px)/Px of order 16, so Gx has one class ZGx of subgroups of
order 3 and NGx(Z) is the extension of Px by E4.

(3) For R ∈ Syl5(Gx), NGx(R) is Frobenius of order 20.
(4) For S ∈ Syl11(Gx), NGx(S) is Frobenius of order 55.
(5) M11 = Aut(M11).

Proof. Of course |G : Gx| = |D| = 12, giving the order of Gx. We can pick
x ∈W ⊆ V ⊆ U as in 5.2. Then |Gx : GW | = |D−{x}| = 11, so GW contains
a Sylow 2-subgroup of Gx and by 5.2, that Sylow group is semidihedral and
GW has one class of involutions, so Gx has one class of involutions. Pick z
to be the involution in GV ; then CGx(z) = CG(z)x ∼= GL2(3) by 5.3, so (1)
holds.

Similarly picking P ∈ Syl3(G) with FixD(Z(P )) = V , Px = PV ∼= E9 with
NGx(Px) = NG(Px)x of order 16 and NG(Z(P )) ≤ NG(Px) by 5.6. Then
Px ∈ Syl3(Gx) and NGx(Px) is transitive on P#

x , so as NG(Z(P )) ≤ NG(Px),
Px is a TI-set in Gx, establishing (2). Parts (3) and (4) follow from 5.7 and
5.8.

Let A = Aut(Gx). By a Frattini argument, A = GxNA(Px) and as
NGx(Px) is its own automorphism group, NA(Px) = NGx(Px)B, where B =
CA(NGx(Px). As NGx(Px) ∩ CGx(z) ∈ Syl2(CGx(Px), B centralizes CGx(z).
Finally

〈CGx(z), NGx(Px)〉 = I

is 4-transitive on D − {x}, so I = Gx. Hence as B centralizes I, B = 1, so
A = Gx. �
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