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APPROXIMATION BY POLYNOMIALS OF GIVEN LENGTH

BY

BOGDAN M. BAISHANSKI

I. Introduction

The number of non-zero coefficients of a polynomial P is denoted by I(P)
and called the length of P. Accordingly, expressions of the form

cx and yei,
lkm lk<m

where n, Sk are integers, nk > O, represent algebraic, resp. trigonometric
polynomials of length < m.
We shall consider algebraic polynomials of length < m on some interval

[a, b]; by a change of variable x cx’, c O, we may assume that the
interval is of the form [6, 1], where -1 < 5 < 1. (We cannot reduce all
considerations to just one interval, like [0, 1], since the length of an algebraic
polynomial is not invariant under translation.)
The length of a polynomial is as natural a concept as the degree; however,

the length is much less convenient to work with: polynomials of length
< m do not form a vector-space, nor even a convex set; in the standard
functional spaces the set of polynomials of length < m and norm less than
or equal to is not a compact set; polynomial leg-ngth, as we mentioned,
is not invariant under translation; etc. There seems to be only one well-
known positive statement on algebraic polynomials of length < m they
have at most m zeroes on (0, + o).
To illustrate the curious consequences of that lack of previously established

results, consider the statement: the polynomials of length < m form a closed
subset in C[a, b]. That is, of course, true. But even that quite simple
statement can not be considered trivial, because in order to prove it, one
needs to establish first some other, more basic result, like the estimate in
the lemma below.
The main result of this paper is the existence of best approximation by

polynomials of length < m in C[a, b], and, more generally, in L[a, b],
< p < + (Theorem 2).
The proof of Theorem 2 is based on (i) a generalization of the familiar

fact that if V is a finite-dimensional subspace of the normed vector space
B, then every element in B has a best approximation in V (that generalization
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is given in Theorem 1 and we believe is of independent interest); and (ii)
an estimate for the polynomial coefficients, given in the lemma.

II. Union of countably many subspaces of bounded dimension

Let B be a normed vector-space, {x}__ a linearly independent set in B.
We shall consider any set S that can be represented as union of a family
of subspaces of B, each subspace in the family satisfying the following two
conditions"

(i) its dimension is less than or equal to m, and
(ii) it has a basis consisting of elements from {x,}.

The question is: under what additional conditions on {x} and S can we
conclude that for every z B there exists an element of best approximation
in S? An answer to that question is given by Theorem 1. To state that
theorem we need to introduce the (not necessarily continuous) linear func-
tionals 8k, k 1, 2, defined on the linear span of {x;,} by k(X,) 0
if k = n, (x) 1. Let us note that if s E akX S, then (s) a.

THEOREM I. Suppose

(i)

and
(ii)

that

and

In(X)l < + for every n,sup
s IIx[I

there exists a family dp of continuous linear functionals on B such

(a) dp is normalizing, i.e.

I(z)l- Ilzllsup
I111 for every z B,

(b) I[nlls(Xn) ---> O, n ---> for every

Then for every z B there exists z* S such that

IIz z*ll-- inf]lz sll,
sS

Proof. Let z B, infsllz sll y; then there exists Sn S such that

IIz Sn[I---> 3/, n --This implies

IIsll < M for all n and some M.

Write Sn as linear combination of elements from {Xn}; then

Sn Oln) Xk(n,l) + @ 0t,( Xk(n,m).
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Let us assume that the sequence s is such that the set of indices (1, 2,
m) can be subdivided into two subsets I and 12 so that

I1 implies k(n, i) is constant k(i),

and

12 implies k(n, i) -- as n -- o.

This assumption does not restrict generality, since if {s.} does not satisfy
this condition, a suitably chosen subsequence of {s.} will satisfy it. We
write

Sn O-(n1) + O’(n2) where r.J) al")x,o,,i)forj 1, 2.
ilj

The sequence O’nl) lies in a finite-dimensional subspace V of B (V is spanned
by Xki), I). The coefficient of x,)in r.) is the same as in s and
accordingly it is equal to k)(Sn), SO it is bounded by IIillsllsnll < MIl)lls.
This implies that O’n) has a subsequence which converges to some element
o- V c S. We may and we shall assume that O’n) itself converges to r.
We write z o" y, o- o" and obtain IIY ’nil--> ’)/, n --> . Let
e be an arbitrary positive number, and let p I, be such that I(y)l >
II,[l(lly[I ), and , :/: 0. For 12 the coefficient of X,(n,i)in or. is the
same as in Sn and equals k(n,i)(Sn) SO it is bounded by

Thus, by (ii) and by the definition of I2,

ilx

We then obtain

and

as n --->

Io(Y o’.)1 < I11111y .ll---> 111t

Ip(y o.)l---> [o(y)l > IIll(llyil ).

This implies y > IlYll for every e > 0, and so Iiz 11 IlYll y,
which, since r S, proves the theorem.

IIl. An estimate for the coefficients

Given the Lp-norm of a polynomial P on some interval [c, 1], 0 < c <
1, 1 < p < oo, and given the length m of P, how large can be the coefficient
of x" in the polynomial P? Denoting that coefficient by a., we have the
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following result:

LEMMA. For every r, 0 < r < 1,

K
(m) lanl <--Ilell,

r

where K K(c, m, r, p) does not depend on n nor on the polynomial P.
(Recently, R. Bojanic and the author have proved the stronger inequality

(B) lanl < K(n + 1)m-l/q [Iel[p,

where lip + 1/q 1, and K K(c, m) does not depend on n nor on
the polynomial P nor on p. The proof of that inequality will be published
elsewhere.)

Proof of the lemma. We may assume r > c. Let

P(x) ankx"’, nl < n2 <"" <nm.
k=l

We shall first consider the case p . Let M Max._<x_< IP(x)l,
r1/m-). Evaluating the polynomial P at rn points aJ, j 0, 1, rn 1,
we obtain a system of m linear equations:

aJnk P(cJ) j= 0,1 rn-(1) an
k=l

The determinant of this system is the Vandermonde determinant

(2) A

and so

(3)

mm(cnl,Cgn2, cgnm)=

...1

O/nt Ol
n2

Ol
nm

O
2n C2n2 C

2rim

Ol.(m I)n ol(m I)n2 o(m l)nm

Am H (olni- ol’nJ)
i,j= m,i<j

If Aj, denotes the minor of A corresponding to the entry in the j-th row
and k-th column, it follows from (1) that

jl 1)J+ *P(c- ’)Aj.,.(4) an,- Am ’
On the other hand, Aj., being a determinant of order m 1, is the sum
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of (m 1)! terms. These terms are of the form

adwhere d sn + s2n2 + + Sq-lnq-i + Sqnq+l + + Sm-lnm,

all sis being distinct, each sj taking values 0, rn 1. It is easy to
see that the largest term is obtained if Sq rn q 1. It follows that
for every j 1, 2, m,

(5) IAj.I (m 1)! ol
(m-2)nl+’’’+(m-k)nk-I+(m-k-l)nk+l+’’’+nm-I

< (m 1)! OlE---lm-q)nqol -(m- l)nk

Since Ie(-)l -< M, A > 0, it follows from (4) and (5) that

Mm!
(6) ]an] Ol-(m- I)nkolE(m-q)nq

A

On the other hand it follows from (3) that

(7) Am H Oln ,(m -i) H(1 Ol
nj- ni),

j>i

Since a".i-"i > a and 1-Ij>i(1 olnj-ni) (1 ol)m-i

from (7) that
A olZni(m-i)(1 Ol)m(m- I)/2

we deduce

From the last inequality and from (6) we obtain, since o r,

Mm (m l)nk K
[a.l <

(1 ol)m(m- !)/2 19/
r n"-’ M,

which proves the lemma for the case p .
From this it follows easily that the lemma holds also for p < . Namely,

if

P(x) a.x"
k=l

is a polynomial of length m, then

Q(x) P(t)dt a x + + C
k= nk + 1

is a polynomial of length rn or rn + 1; thus, for every r, c < r < 1,

(8) a. K
< Max IQ(x)l

n, + .-<x-<l

Since

Max IQ(x)l Max
c<x< c<x< fj P(t)dt Ie(t)ldt Ilellp,
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it follows from (8) that

lankl < K nk + Kt
rnk+ Ilell < r7--7 Ilell

for every rl, c < rl < 1. This proves the lemma.

IV. An existence theorem

THEOREM 2. Let < p < o, f Lp[a, b]. Then there exists a polynomial
P* of length < m such that

Ilf- P’lip inf{llf- ellp: P a polynomial, l(P) < m}.

Proof. We assume a , b 1, and apply Theorem with B
Lp[5, 1], Xn the function x", and S the set of all polynomials of length
< m. It then follows from the lemma that for every r, c < r < 1,

(9) 1lSnlls < K/r".

To every continuous function , the support of which lies in the interior
of [5, 1] we associate the linear functional on Lp[5, 1] defined by

(f) f(x)(x)dx.

The family of all such linear functionals is normalizing. We need only
to check whether

(10) [[5[[s p(x) -- 0, n --for every , . Because of (9) and the choice of, (10) will be established
if we show that for every continuous with the support in the interior of
[5, 1] there exists r, c < r < 1, such that

(11) r (x)xdx -- O, n

But, if the support of is contained in [-1 + , e], and if

Max I (x)l- M,
Ixl<

we have

f (x)x"dx < 2M(1

so that (11) obviously holds if we choose r > e.
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V. Notes and remarks

1. In case of trigonometric approximation on [0, 27r], the existence of
best approximation by polynomials of length < m, in any Lp-metric, <
p < , is easy to establish either directly, or as an immediate consequence
of our Theorem 1.

Particularly transparent is the case of trigonometric L2-approximation on
[0, 2r]. Let

f(t) Z Cnenti L2(0, 271").

We write all non-zero Fourier coefficients {Cn}n+=e_oe, C # 0, in order of
decreasing absolute value {c), i.e., Ic,,I > Icd > "", and we set

(12)

Then"

(i)
(ii)

em(f) inf{llf TII2" T trigonometric polynomials with l(T) < m).

ze(f) =m+
,n=lCvk e-vkti is a trigonometric polynomial of length rn of best L2-

approximation to f;
(iii) the best approximation of length < rn is generally not unique, but

the number of such best approximations is always finite, equal to (), where
r is the number of indices k such that Ic,l [Cl)ml, and s is the number of
indices k such that k < rn and Ic J Ic  l.

It is worth mentioning that trigonometric polynomials of length < rn of
best L2-approximation to fhave appeared in some important contexts" first,
in Stechkin’s theorem (see [12] or [6]) that the Fourier series off is absolutely
convergent if and only if

l nne,(f) < + ,
(where e,,(f) is defined by (12)), and, second, in Carleson’s proof [4, Section
7] of convergence almost everywhere of Fourier series of square-integrable
functions, when the trigonometric polynomial El.ly Cne

nt is formed from a
Fourier expansion E Cnent.

2. A polynomial of length < rn can be viewed as a special case of a gen-
eralized polynomialE CvXla’v 0 .ll, < [.1 < < Iv, or of an exponen-
tial or Dirichlet polynomial Ev=l Cveh’x, )kl k2 )km One can go a
step further and consider generalized exponential polynomials of order less
than or equal to m. These are expressions of the form Zr=l Pj(x) exx,
where h < hz < < h, Pj are polynomials, and Zr.J= (degPj + 1) < m.
Equivalently, a generalized exponential polynomial of order less than or
equal to m is a solution of some differential equation P(D)y O, where
P(x) is a polynomial of degree m with real zeroes.
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It is, of course, not true that a continuous function on [a, b] has best
approximation by exponential polynomials of length < m (the sequence

e, e

shows that the set of exponential polynomials of length < rn is not even
closed in C[a, b]).
However, every continuous function on [a, b] has a best approximation

by generalized exponential polynomials of length < m. That was discovered
by Rice [9]. Several proofs of that result exist; for example, see [14], [5,
pp. 154-161] and [7].
With a slight change of notation, the proofs of the lemma and Theorem

2 yield the following result.

THEOREM 2’. Let the set S of real numbers satisfy the condition:

(13) There exists a > 0 such that if s, s2 S, s $2, then

Let IIm(S) {X’= cjdXlcj R, sj S} and let o < a < b < +
Then, for every f Lp(a, b), there exists a best approximation in Hm(S).
We do not know whether the condition (13) can be weakened to:

(14) S is a discrete set of real numbers.

3. Dirichlet polynomials have been extensively studied, and various
estimates for their coefficients are known. For particular values of p or for
c 0, one can deduce the inequality (A) from these known estimates for
the coefficients of Dirichlet polynomials.
For example, Turan [13, p. 56] has the following estimate: If

k

f(x) bje-X’x, 0 < k < k <’’" < kk,
j=l

then

+ e -xl

Ib .l-< e(m+l)XJ H -xj Max Ie x)l
l<l<<.k,l#j If e m+ l<x<m+k

integer

for j 1, 2 k and for any non-negative integer m.
To obtain our lemma for the case p from this inequality with rn

0, it suffices to make the substitution t e -,/xjy hj in the polynomial
P(t) X= bjt’., where y is defined by e- r, and to observe that +
e -x’ < 2, and that

e- e-X’l- e -’Jv l1 e"-""l > e-’l e-=l
wherea min (hi- hj_).

j=2,3 k
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Another inequality of interest here is due to L. Schwartz [11, Th6or,me
fondamental II, p. 36]. In case of a Dirichlet polynomial

f(x) cjx’j, 0 [b < [db2 < < Zl,
j=l

that inequality becomes

(15) [cj[r"- ’’ < C(r)llfll,,o.),
j=l

0<r< 1,

where C(r) depends on r and on the exponents/z, /x2, /,gl. However,
if the proof is analyzed, it is not difficult to show that when/zj+ /xj >
a > 0, the inequality (15) remains valid with C(r) dependent only on r, rn
and a. Obviously, that strengthened form of (15) implies our lemma in the
special case when the Lp-norm is taken over the interval [0, 1].

4. Since

[cl
dj.=- cJ

Ck

any estimate for the coefficient of x in polynomials P with l(P) < rn + 1,
IlellLc.) 1, gives an estimate of how well can x" be approximated in
L,(c, 1) by polynomials of length < m, which do not contain the term with
xn. For example, the inequality (B), proved in [1], can be stated as follows:

There exists A A(c, m, p) > 0 such that for every polynomial P with
l(P) < rn which does not contain the term with xn,

(c) Ilx" P(x)llL,(c.,) > An /p"

Special cases of (C) were obtained previously by Borosh, Chui and Smith
[3]. Their results have been significantly sharpened by Saff and Varga in
[101.

5. Very interesting results have been obtained by G. G. Lorentz and
by others [8] about "incomplete polynomials", primarily polynomials of
the form E,=, akXk, where s > 0 may be large, and, more generally, poly-
nomials P such that deg(P) > l(P).

Particularly worth mentioning here is a simple and beautiful result of
Borosh, Chui, and Smith [2]. To state that result, let and k be integers
such thatk> 0and0< l< k;let

A.t {h (h, h); 0 < h < < h < N
< hi+ < < hk h hk integers},
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S(A) the linear span of Xkl, Xk2, X kk,

d(xv, S(X)) inf IIx n fltLc,l),
fS(X)

andh (N l, ...,N 1, N + ,N + k l). Borosh, Chuiand
Smith have proved that if h A, and h ,, then d(xv, S(X)) > d(xv,
s(x)).
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