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of extra thinking. This is attractive because we have
an MEU method of handling assessment errors in
MEU; no new calculus is demanded.

5. ACTS

Shafer queries whether preferences among acts is
really the basic idea. Many people have thought so.
T. H. Huxley said, “The great end of life is not
knowledge, but action.” I agree with him. Action is all

Comment

A. P. Dawid

I welcome Professor Shafer’s interesting and
thoughtful paper, not least for the stimulus it has
given me to rediscover Savage’s fascinating book and
to ponder more deeply the place of axiomatic princi-
ples in statistics. I agree with much of Shafer’s explicit
criticism of Savage’s work, but am not moved by his
implied conclusion that the principle of maximizing
expected utility needs modification.

THE NEED FOR AXIOMS

In his Preface to the Dover edition, Savage stated,
“I would now supplement the line of argument center-
ing around a system of postulates by other less formal
approaches, each convincing in its own way, that
converge to the general conclusion that personal (or
subjective) probability is a good key, and the best yet
known, to all our valid ideas about the applications of
probability.” This undogmatic, incremental approach
to becoming a “Bayesian” describes well my own per-
sonal progress, and nails the axiomatic approach in
place as one plank among many that form the Baye-
sian platform. Other arguments that have helped to
sway me include: complete class theorems in decision

theory; the quite distinct axiomatic approach via the -

likelihood principle (Berger and Wolpert, 1984); the
unique success of de Finetti’s concept of exchange-
ability in explaining the behavior of relative frequen-
cies and the meaning of statistical models (Dawid,
1985a); the logical consequence of the Neyman-
Pearson lemma that hypothesis tests in different ex-
periments should use the identical indifference value
for the likelihood ratio statistic (Pitman, 1965); the
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we have to go by. Why should we believe someone
when they assert a probability of 0.8 or a utility of 12?
But when they act, we can see them act, and ordinarily
no doubts linger. Incidentally, this is one reason why
I prefer the (d, 8) approach to that based on (s, c);
decisions are primary, not derived as f(s) = c. It is a
minor criticism of a stimulating paper that no mention
is made of alternative axiomatizations, especially that
of de Finetti whom Savage came to admire so much.

internal consistency of a Bayesian approach, in con-
trast to the many unresolved inconsistencies of every
other approach; the conceptual directness and sim-
plicity of the Bayesian approach in many otherwise
problematic cases, both highly theoretical (as in
asymptotic inference for stochastic processes; Heyde
and Johnstone, 1979) and more applied (as in the
calibration problem; Brown, 1982); and the general
success of Bayesian methodology in the many practi-
cal situations to which it has been applied (Dawid and
Smith, 1983).

Above all, I have adopted the Bayesian approach
because I find that it yields the most fruitful insights
into almost every statistical problem I meet. This is
not to belittle the insights that other approaches may
throw up, although these can usually be further illu-
minated by a Bayesian spotlight; nor would I claim
total success in understanding, from any standpoint,
such conundra as the role of experimental randomi-
zation, or the principles which should underly model
criticism (Box, 1980). I even believe (and believe I
have proved, Dawid, 1985b) that no approach to sta-
tistical inference, Bayesian or not, can ever be entirely
satisfactory. I do, however, currently feel that the
Bayesian approach is the best we have or are likely to
have.

The trouble with relying only on axiomatic argu-
ments is that they stand or fall according as one finds
their postulates intuitively acceptable or not. I will
often have strong feelings that a particular postulate
or principle is, or is not, intuitively obvious, or ac-
ceptable, or inevitable; but I find that these feelings
are not universally shared, and I generally cannot
easily turn my gut feelings into arguments that will
move dissenters. (They may be equally exasperated by
my refusal to see reason.) That is why we should not
attach too much importance to any axiomatic devel-
opment such as Savage’s, nor to Shafer’s arguments
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against the intuitive nature of Savage’s postulates.
Overall support for the Bayesian position will not be
much affected, even if all Shafer’s criticisms are con-
sidered valid. (In fact I have always been a little
dubious of Savage’s development, the more so since
reading Shafer’s paper, and would be very wary of any
statistician making it his sole reason for being a
Bayesian.)

COHERENCE ARGUMENTS

For all this, discussions of foundations remain im-
portant. There are a number of axiomatic arguments
differing more or less from Savage and from each
other, e.g., Ramsey (1926), Anscombe and Aumann
(1963), Pratt, Raiffa, and Schlaifer (1964), and I par-
ticularly like the exposition of this last in the book by
Raiffa (1968). It seems to me that the most essential
point all these have in common is what may very
loosely be termed “coherence,” the idea that there
should be some explicit connection between the opti-
mal courses of action in a variety of different but
connected decision problems. By thinking about what
he would do in a related but fictitious problem, the
decision maker can thus find guidance for the problem
he actually faces.

Let me illustrate this with a real problem, faced by
my wife and me before the birth of our first child.
There were two decisions available: accept (a;) or
refuse (a;) amniocentesis, a test to determine whether
the child will be affected by Down’s syndrome (mon-
golism). To simplify (but in a practically meaningful
way), accepting the test would lead, with known prob-
ability p, to consequence c,, viz., a termination of
pregnancy (either deliberate, as a result of a positive
amniocentesis finding, or spontaneous, as an un-
wanted direct result of intervention); and, with prob-
ability 1 — p, to consequence c3, the normal birth of a
normal child. Refusing would lead, with known prob-
ability ¢ < p, to ¢;, the birth of a mongol child, or,
with probability 1 — g, to ¢3 again. We considered
¢; < ¢y, < c3. Choice between a; and a; is then essen-
tially a trade off of the preference for a; if “things go
wrong” as against a higher probability of things going
wrong under a,. We had adequate reasons to take p =
0.035, ¢ = 0.01, but we found that these small values
of p and g made it difficult to decide on the appropriate
choice between a; and a,.

I therefore imagined the following fictitious scena-
rio. After choosing a, or a;, a “magic coin” will be
tossed, with probability = of landing heads, indepen-
dently of the problem at hand. If it does land heads,
nothing is changed. However, if it lands tails, whatever
consequence would otherwise obtain is magically
transformed to c;. It seemed acceptable to us (in fact,
it is an instance of the “sure thing principle”) that any

preference between a; and a, should not be affected
by introducing the magic coin. The possible conse-
quences of a, and a, are as before, but each of p and ¢
has effectively been multiplied by =. It thus follows
the the preference between a; and d, can only depend
on the ratio p/q, viz., 3.5 for our probabilities.
We therefore considered a hypothetical problem with
p =1, g = %4, in which a, leads to ¢, with certainty,
and a, to a probability of %% for c; as against %4 for c;.
We found this easier to think about, and preferred
a; in it; thereby solving our original problem (I
am pleased to report that the ensuing consequence
was C3).

Of course, we could have introduced utility. Taking
U(e;) = 0, U(cs) = 1, the above derived decision
problem with p = 1 is exactly that required to assess
U(cy), and our decision in it when ¢ = % implied
U(c;) > %. In the original problem, E[U(a;)] =
1 — .035(1 — Ul(cp)), E[U(az)] = .99, and so a; is
preferred exactly in this case that U(cz) > %. However,
it seems to me that the concept of utility, and the
principle that its expectation should be maximized,
are of less interest than the direct argument based on
coherence, finding relationships between different
problems, real and imaginary.

The above analysis is very close in structure to that
of Raiffa’s “imaginary protocol” discussion of Allais’
paradox. Shafer does not find the premisses underly-
ing the steps taken by Raiffa compelling. I can only
respond that, in our real problem, we found the anal-
ysis enormously helpful. How would Shafer handle
such a real life problem? I am, however, prepared to
concede that the introduction of a magic coin as a
“deus ex machina” is open to criticism. In particular,
it introduces new acts (in which, for example, a spon-
taneous abortion is followed by the birth of a healthy
child) which are utterly unreal.

IMAGINARY ACTS

In Savage’s treatment, and most others, we have to

. consider consequences as totally divorced from states

of nature, so that any combination of state and con-
sequence is conceivable, and indeed obtainable by
some act. As Shafer points out, this often seems
farfetched. Indeed, the state of nature obtaining will
frequently be an important feature of the consequence
of any imaginable concrete act. If the sixth egg is
rotten, no concrete act can produce an edible six-egg
omelet. I think it is a reasonable criticism of these
approaches that such logically inconsistent acts are
called in, and would prefer an approach which took
states of nature and acts as basie, and considered
consequences as determined by these. But (notwith-
standing Chapter 12 of Fishburn, 1982), I am not
aware of a satisfactory approach along these lines.



490 G. SHAFER

Indeed it seems to me that the very notion of coher-
ence, if it is to have any power, requires us to consider
nonavailable acts. Nevertheless, it is conceivable that
an approach which avoids logically inconsistent acts,
at least, might reproduce most of the results of stand-
ard arguments. At any rate, I am prepared to agree
with Shafer that the current axiomatic bases of ex-
pected utility are not as satisfactory as might be hoped.
As I have pointed out earlier, this in itself does not
greatly undermine my Bayesian convictions.

'REFERENCE PROBABILITIES
AND SMALL WORLDS

Savage’s axiomatic program differs in a crucial re-
spect from most others I know; he deliberately avoids
the assumption that there exist reference events with
known probabilities. In contrast, Pratt, Raiffa, and
Schlaifer (1964), for example, explicitly suppose that
the world contains randomizing devices, such as rou-
lette wheels, which the decision maker is prepared to
take as fair. Ramsey (1926) gets by with the assump-
tion that there exists a single “ethically neutral event
E of probability %2,” having the property that, for any
two consequences ¢, and ¢, the decision maker is
indifferent between the gambles “c; if E, ¢, if E” and
“c, if E, ¢, if E.” “Ethically neutral” means that the
outcome of E has no direct intrinsic relevance to
preferences. It is further implicit that consequences
are described in a sufficiently loose way to be consist-
ent with either outcome, E or E, and that E can act,
conceptually at least, as a “magic coin” in making any
consequence immediately available. Such assumptions
need to be made, explicitly or implicitly, in order for
any approach using reference probabilities to work
and be at all convincing.

If now we admit the same “randomizing device” into
all our worlds, large or small, it is immediate that the
probability assigned to any event must be unique,
being determined by reference to the standard. Con-
sequently, such an approach cannot produce a “pseu-
domicrocosm that is not a microcosm,” and Savage’s

problem of small worlds evaporates. This suggests to -

me that Savage’s bold attempt to do without reference
. probabilities was misguided, and.that, without them,
the “personal probabilities” produced by his theory
should not be assumed to have all the properties we
are intuitively inclined to ascribe to that phrase—such
as independence of the world in which they are
constructed.

I agree with Shafer that Savage’s formal construc-
tion of a small world is obscure and unconvincing,
relying again on logically inconsistent acts (small
world consequences). I found it interesting to try and
verify that, in Shafer’s example in Section 5, the small
world (S, C) does indeed satisfy Savage’s postulates.

In doing so, I had to treat as unknown the large world
utility x of a “six-egg ordinary omelet,” omitted from
Table 10 in the draft I received. I also needed to verify
the utility value y for a “six-egg omelet” (c;), given as
26 in Table 11, since Shafer’s own argument points
out the impossibility of making sense of c¥(rotten,
fresh) and c¥(rotten, stale), required for a direct eval-
uation. Proceeding by assigning hypothetical utilities
u; and u, to the above hypothetical large world con-
sequences, and equating expected utilities in both
worlds for the nine small world acts, I found logical
consistency if Ps(good) = 73, x = 16, y = 26, and
u; + uy, = 48. The very fact that numerical values
(albeit not completely determined) for u; and u, are
implied by this construction further argues against the
logic of Savage’s small world argument.

Another way of reducing a large world to a smaller
one is to collapse the decision tree. Figure 1 gives a
decision tree corresponding to the large world (T, D),
with utilities (boldface type) attached to each node
by “averaging out and folding back,” in the usual way,
from those directly assigned to the terminal nodes
@ to @ by Table 10, using the conditional prob-
abilities for paths out of a node implied by Table 10.
If we now ignore nodes @ to and regard nodes
@ to as the terminal nodes, we have an induced
tree for the small world problem in which the freshness
of the sixth egg is not explicitly accounted for. Note
that, as described by Savage and Shafer, nodes @
and @ correspond to the identical small world con-
sequence “six-egg omelet”; node to “no omelet,”
and nodes , @, and @ to the identical conse-
quence “five-egg omelet.” In particular, Savage’s small
world construction insists on assigning the same util-
ity, 13, to the distinct nodes , @, and , In
contrast to the different values assigned to nodes
and @ by the contracted decision tree. It is remark-
able, but ultimately uninteresting, that this distortion
can be counterbalanced, in Savage’s system, by further
distorting P(good) to 71s.

It was, in any case, only as a first approximation
that we identified the consequence at @ (a five-egg
omelet and a good egg thrown away) with that at (10)
(a five-egg omelet and a bad egg thrown away), and
there seems no reason to insist that they be assigned
the same utility. If we do regard these as distinct
consequences, however, then Savage’s small world ex-
pands and, in particular, introduces even more logi-
cally inconsistent acts. I do not find this behavior
appealing, and far prefer an approach such as Ram-
sey’s, in which we “only” have to conceive of an
ethically neutral magic coin offering us a direct choice
between, say, being at node @ or at node , with
all the detailed history we may wish to take into
account at each node.
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SUMMARY

Savage’s axiom system suffers from many flaws
which make it unsuitable as a foundation for Bayesian
decision making. Other axiom systems avoid many of
these flaws. However, all such systems appear to re-
quire that one conceptualize, at least, impossible or
magical circumstances. In conjunction with the many
other arguments for a Bayesian position, the existence

of these systems offers some limited further support
for that position, and I know of no convincing argu-
ment that undermines it.
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Comment

Peter C. Fishburn

Readers of Statistical Science owe a debt of gratitude
to Glenn Shafer for his penetrating analysis of Jimmie
Savage’s views on the foundations of choice in the
face of uncertainty and for his exposition of a con-
structive approach to subjective expected utility that
is informed by research on individual choice behavior
accumulated since the 1954 publication of The Foun-
dations of Statistics.

Shafer’s reconsideration of Savage’s key axioms in
the light of empirical evidence, his insistence on the
practical difficulties of formulating decision problems
in Savage’s states-consequences mode and its effect
on independence, and his analysis of small worlds are
welcome and cogent. I am less comfortable, however,
with Shafer’s central elaim that Savage’s view was not
constructive and will suggest below why I think he
has misunderstood Savage. To do this I will summarize
my understanding of Shafer’s constructive approach
and then say what I think Savage intended.

Some preliminary remarks will help to focus my
viewpoint. As Shafer notes, it has become common to
distinguish between descriptive (empirical, behav-
ioral) and normative (prescriptive, recommendatory)

»interpretations of choices and decision theory. Several
theorists, among them Bernoulli (1738) and Allais
(1953, 1979), assert that their theories of rational
choice accord precisely with actual behavior and hence
they see no discord between the normative and de-
scriptive interpretations. Others who advocate nor-
mative theories, including Savage (1954), are more
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modest in their behavioral claims and suggest that
their theories are descriptively valid only to a first
approximation. Other theories, such as the prospect
theory of Kahneman and Tversky (1979), are proposed
as descriptive without claim to normative status.

A large number of empirical studies by Ward Ed-
wards, Clyde Coombs, Duncan Luce, Sarah Lichten-
stein and Paul Slovic, Amos Tversky and Danny
Kahneman, Hillel Einhorn, and Ken MacCrimmon,
among others, provide convincing evidence that pro-
posed normative theories, including various versions
of expected utility, are not descriptively valid. In par-
ticular, many people exhibit systematic and persistent
violations of transitivity and independence (cancella-
tion, substitution, additivity) axioms along with the
reduction or invariance principle which says that pref-
erence or choice between acts depends only on their
separate probability distributions over outcomes. A
recent paper by Tversky and Kahneman (1986) argues
persuasively that no adequate normative theory can
be descriptively accurate and, although I take issue
with their view of what is normative, I believe their
conclusion is inescapable.

During the past several years, the gulf between the
traditional expected utility theories of von Neumann
and Morgenstern (1944) for risky decisions and Sav-
age (1954) for decision under uncertainty, and the
systematic empirical violations of these theories has
led to a family of new theories designed to accommo-
date such violations. The new theories might be said
to be generalized expected utility theories since they
usually weaken one or more of the von Neumann-
Morgenstern or Savage axioms and involve an expec-
tation operation in their numerical representations of
preference. In the von Neumann-Morgenstern setting,
Machina (1982), Fishburn (1983), and Chew (1983)



