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Comment

Stephen R. Watson

1. COMMENTS ON SHAFER’S PAPER

One of the things that makes Shafer’s theory inter-
esting is that it can be seen as an alternative to the
traditional probability theory. Is this really so, how-
ever? Firstly, note that one of the strengths of subjec-
tive probability theory is the clear cut nature of the
axiomatic support for the theory. Indeed, as Lindley’s
contribution shows, it is possible to claim that prob-
ability theory is the only theory one could possibly use

,to represent uncertainty. Shafer’s.theory does not as
yet have such a clear cut support. For example, al-
though Shafer recognizes the importance of canonical
examples, as yet belief function theory is not provided
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with as strong an axiomatic support as that which is
available for probability theory.

It can be claimed, however, that belief functions are
indeed rooted in probability theory. It is just that the
probability is associated with a power set rather than
a simple set. If this interpretation of belief function
theory is accepted, then indeed there is no problem,
since the philosophical support for probability theory
clearly also will support belief function theory. How-
ever, Shafer seems in some of his writings not to be
very happy with this interpretation of his theory. And
if he rejects this interpretation then the problem of a
philosophical foundation for belief function theory
remains.

The second point I make here concerns concepts of
independence. Shafer touches on this point in his
paper, but it is worth saying again that concepts of
independence in belief function theory are not yet
clear. In the application of Dempster’s rule to deter-
mine the support for a hypothesis on the basis of two
pieces of evidence, there is a rather vague notion that
the two pieces of evidence should be independent in
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some way. The detailed meaning of this concept of
independence is far from clear. Shafer recognizes this
difficulty and in his discussion of frames is attempting
to overcome it. It is sufficient to say at this point,
however, that we do not yet know how to handle
dependence concepts in belief function theory in a way
which is intuitively understandable.

2. COMMENTS ON LINDLEY’S PAPER

The conviction with which Professor Lindley
speaks, and the sheer power of his argument impel
users of alternatives to probability theory to respond
to his arguments. If we do not accept the inevitability
of probability, why not?

Users of Shafer’s theory or Zadeh’s theory can, and
in fact have in the past, respond that they do indeed
accept the inevitability of probability. As Dempster
has commented, belief function theory is founded on
probability, and so there is no contradiction in using
belief function theory at the same time as using prob-
ability theory. Moreover, one can think of fuzzy set
theory as being a heuristic approach in situations
where a full probabilistic analysis is far too compli-
cated to be undertaken.

It is, however, also possible to take issue with
Lindley’s argument. In other words, it is possible to
question some of the premises in his argument and
thereby avoid the full power of his conclusions. If one
investigates the development of subjective probability
theory exemplified by Savage’s approach, it is possible
to ask whether we are prepared to accept the axioms.
It is a commonplace now that people do not behave as
though they accept Savage’s axioms, reasonable as
they undoubtedly are. Of course, these axioms are
normative and it can be argued, as indeed Lindley
does argue, that the fact that we fail to abide by the
axioms does not mean that we should not attempt to
do so. Indeed he would say that the first act of a
rational man is to agree to the axioms, and then
attempt to construct his behavior in accordance with
these axioms. If, however, we are not prepared to do
this, then what happens to us is a matter of practice.

. It could be argued that if we are consistent in our
failure to abide by the axioms, then our opponents
can turn us into a money pump or construct a Dutch
Book of gambles against us. Of course, we do not do
this in practice. We just recognize when we are about
to get cornered in this way, and change one of our
judgments, possibly in a yet more inconsistent way
with our past judgments. There is, therefore, nothing
mandatory about accepting Savage’s axioms, and we
can therefore escape Lindley’s conclusions if we wish
to. .

In his. contribution, Lindley gave a very clear

account of an alternative way of showing the inevita-
bility of the probability. This was based on the notion
of scoring systems. It is indeed quite remarkable that
no matter what kind of scoring system one adopts, the
numbers that one employs to describe uncertainty
must (after an appropriate transformation) satisfy the
rules of probability theory. Compelling as this argu-
ment is, we have to point out that in practice no Great
Scorer exists. There is nobody hovering about us being
prepared to dock our pay should we use numbers which
fail to conform to the rules of probability theory in
our descriptions of uncertainty. Thus while the argu-
ment is elegant and powerful, there is nothing inher-
ently irrational in not accepting it, because in practice
scoring systems do not exist.

Of course the proof of the pudding is in the eating.
If it can be shown that in the long run any person who
fails in his assessment of uncertainty to combine his
numbers as though they were probabilities will lose
out inexorably, then indeed we have a problem in
refusing to accept probability theory. But to my
understanding practical proofs of this kind are not yet
available.

Thus, it is possible to escape the inevitability of
probability; it has to be admitted, however, that there
is no alternative theory which has the strength of
support, and elegant support at that, which is available
for probability theory.

The chief drawback with using probability theory is
the complexity that sometimes results, and the need
to assess an often surprisingly large number of con-
ditional probabilities. In legal work, for example, great
difficulty can arise; some interesting work by Schum
(1981) shows how problematic probabilistic inference
can get. In one simple murder case, with five pieces of
evidence, he needed to make 27 probability assess-
ments. Lindley suggests the principle of Occam’s razor
should be applied to our topic: simplify where possible.
Sometimes probabilistic analysis is far from simple.

3. COMMENTS ON SPIEGELHALTER’S PAPER

Spiegelhalter’s paper is a most interesting account
of the construction of an expert system for medical
diagnosis. He gives us some important insights into
the practical problems of constructing an expert sys-
tem, which is both computable and also useful. This
raises the general question of how one determines
whether a particular expert system, as represented on
some computer, is actually a good one or not. The
issues involved are very similar to those involved in
validating a model. Firstly, one needs the system to
be faithful to some normative principle. In my view
one should start with probability theory since it has
the strongest theoretical base, but be prepared to
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adopt other approaches as heuristics or as richer rep-
resentations of the issues involved. It seems that
Spiegelhalter’s approach has been similar.

Secondly, one could validate an expert system by
its comparison with expert performance. One can ask
whether the diagnosis achieved by Spiegelhalter’s sys-
tem was better or worse than that achieved by com-
petent diagnosticians. There is of course a debate over
whether an expert system should be appraised in this
way. Is the goal to reproduce the abilities of an expert,
or to improve on the abilities of available human
judges? If it is the former, then indeed it is sensible to
compare performance with experts, but in this case
one wonders why one should not use the experts
themselves. This could be answered by observing that
very often experts are in short supply. If, on the other
hand, our goal is to improve on human inference
behavior, then the criterion of conformity with some
expert performance is not appropriate. A final meas-
ure of the appropriatness of an expert system is user
satisfaction. To what extent do the people who inter-
act with the expert system feel that the system is of
use to them? In Spiegelhalter’s case there are two
kinds of people involved, namely the patients and the
doctors. As Spiegelhalter observes, it is very important
that the doctors are supportive of the endeavor and
that they do not feel that their professional compe-
tence is in any way being threatened. It is perhaps
more important, however, that the patients feel that
they are being properly attended to. Spiegelhalter
seems to have achieved success on both fronts.

4. SUMMARY

Although the purpose of the conference was to dis-
cuss the use of the different theories for the represen-
tation of uncertainty in expert systems, the principal
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The papers by Shafer and Spiegelhalter are valuable
summaries by acknowledged leaders in active research
fields. There is much food for thought in both papers,
and many of the techniques and issues raised by these
authors will gradually become better understood as
the field of uncertainty assessment in expert systems
advances. Our research on models and techniques for
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speakers, perhaps wisely, devoted their discussion
mainly to arguing the cases for the use of their differ-
ent theories in general. On the basis of the discussions
we had at this conference, it seems to me that one can
summarize as follows. Probability theory has a strong
intellectual support and in principle there is no reason
why one should not be satisfied with this theory. Its
use does, however, lead to enormous problems of com-
plexity, and as a matter of practice it is necessary to
seek for approximations. Fuzzy set theory can be
viewed as a heuristic for handling those situations
where imprecise inputs and imprecise inferences are
required without the need to resort to the greater
complexity of probability theory. Belief function
theory can be thought of as a way of representing
inferences from evidence within the probabilistic
framework.

There are yet other alternative approaches to han-
dling uncertain inferences which were not mentioned
at the conference, and notable among these is the
nonmonotonic logic of Doyle. Recently Cohen (Cohen,
Watson and Barrett, 1985) has suggested a combina-
tion of Doyle’s theory with both Shafer’s and
Zadeh’s which he has referred to as the nonmono-
tonic probabilist. This seems an exciting possibility
for approaching the problem at the heart of this
conference.
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belief function analysis (Kong, 1986; Dempster and
Kong, 1986) is complementary to that of Shafer and
Spiegelhalter. We all seek to provide tools for real
applications, based on carefully constructed analyses
expressed through mathematically well-articulated
principles of uncertain reasoning.

Lindley is on a different track. He rehearses familiar
normative arguments for the Bayesian paradigm, evi-
dently seeking to persuade less committed colleagues
to abandon their fallacious ways. Unfortunately,
he shows no interest in understanding how his



