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prevalence is low is, I believe, especially relevant when
screening is not voluntary.
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Comment

Judith D. Goldberg

Professor Gastwirth addresses an important and
interesting problem, the evaluation of medical screen-
ing procedures and programs.

The examples of AIDS screening with enzyme-
linked immunosorbent assay (ELISA) and the use of
the polygraph to detect deceptive individuals raise the
broader questions of how to estimate the sensitivity
and specificity of a screening test and how to imple-
ment and monitor the widespread use of a test in a
population. The difficulties in the estimation of C
arise from the practical issues of obtaining useful
estimators of the sensitivity and specificity from in-
complete data often in the absence of confirmatory
testing of negatives on screening. The precision of C
is a function of the precision of the component esti-
mators that may themselves have large variances
depending upon the method of estimation.

I would like to clarify the terminology used
by Gastwirth. The traditional false negative rate or
Neyman-Pearson type I error is defined as the pro-
portion of “diseased” individuals who are negative on
screen or (1 — sensitivity); the false positive rate,
analogous to the type II error, is defined as the pro-
portion of “nondiseased” individuals who are positive
on screen or (1 — specificity) (Goldberg, 1975). These
rates do not depend on the prevalence. The predictive
value of a positive test, Gastwirth’s C, the quantity
'of interest in this paper, was originally defined by
Vecchio (1966) and does depend on the disease prev-
alence as does the predictive value of a negative test
or (1 — F) in Gastwirth’s discussion. Gastwirth’s F is
not the traditional false negative rate nor is C the
traditional true positive rate (Tables 1 to 3).

Goldberg and Wittes (1978) estimate the traditional
false negative rate (1 — sensitivity) of a screening
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program, and not F as indicated by Gastwirth.
The estimator depends on a capture-recapture
estimator of the number of diseased individuals in the
population. The observed data used to obtain the
estimate are the numbers of positives on each of two
distinct screening mechanisms; the prevalence of the
disease is not estimated. The proposed estimators are
useful when no confirmatory test is administered to
individuals who are negative on the dual screening."

For example, in the Health Insurance Plan breast
cancer screening program, a randomized trial designed
to evaluate periodic screening with mammography and
clinical examination, negatives on screen were re-
turned to the population pool (Shapiro, Strax, Venet
and Venet, 1973). The false negative rates estimated
from this study vary and have wide confidence inter-
vals even when the population is stratified into rea-
sonably homogeneous groups.

In his paper, Gastwirth examines the estimated
standard errors of C when prevalence and sample size
vary with sensitivity and specificity held fixed (and
assumed known or estimated from another source).
Because C depends on the error rates as well, the
sensitivity analysis should address the implications on

- estimation of the range of possible error rates for

useful screening tests.

For diseases of low prevalence (7 < .05), the bias in
the estimator of the proportion positive on screening
when there is misclassification depends primarily on
the false positive rate (Goldberg, 1975). C depends on
the misclassification rates both directly and indirectly
through the estimator of the proportion positive on
screening.

Gastwirth points out that prevalence can vary from
group to group. It is just as likely that the false
negative and false positive rates will vary from group
to group for the same test (Goldberg, 1975). Thus, the
analysis of the sensitivity of the precision of C should
address first the sensitivity of C itself to underlying
prevalence and error assumptions because a precise,
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but inaccurate, estimate will lead us astray in practice.
Our inferences can be erroneous and lead us to poor
policy decisions.

The large effects on estimation and inference that
can be attributed to misclassification suggest that
resources should be allocated to estimation of these
error rates prior to the implementation of a mass
screening program and on an ongoing basis for the
duration of the program. The costs of classification
errors are high to both individuals and society. The
existence of a screening program itself may alter
behavior of individuals, and the disease process
may change from the intervention after screening and

Comment

Seymour Geisser

We are indebted to Professor Gastwirth for an
enlightening discussion regarding the reliability of the
results of screening tests in two rather important
areas: AIDS and lie detectors. His main concern is
with the conditional probabilities of correct classifi-
cation and the sampling error of their frequentist
estimators.

I would like to outline an approach that I believe
might be more informative and illuminating for infer-
ring the results of such screening tests. For the sake
of simplicity, let us assume that there is a properly
identified population and a single test (multiple tests
and varying populations would only further serve to
complicate the situation but not change the concep-
tual framework for handling such problems).

With the use of Prof. Gastwirth’s notation, we have
a table exhibiting the following probabilities:

D D
S ™ 1-=)1-19) m+ (1 —7)(1-—0)
S x(1—179) 1-=)6 a(l—9)+ (1 —m)0
T 1—7= I 1

where, e.g., P(D) = «, P(S|D) = 3, P(S|D) = ¢;
P(S) = w9+ (1 — w)(1 — 8) = p. The critical so-called
PVP,

— ™ -

P(D|S) = ap+ (1 — 7)1 —0)

7, Ssay,
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from improvements in both the screening method and
therapy. These and other related issues in the evalu-
ation of medical screening procedures are discussed
in Goldberg and Wittes (1981).
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and the probability of a false negative,

_ (1l — 1) _
P(DIS)—].—WW—(].—W)(].—G)—I)’ say,

are functions of the three parameters, =, n and 6.

The type of sampling that Professor Gastwirth deals
with in the paper presumably would yield a likelihood
function for 6, » and =,

L8, n, =)
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recalling that 7 is a function of 8, n and w. Suppose a
joint prior for 7, 8 and =, g(, 0, 7) is available. Then
the posterior density of 6, n and = is

p(0, n, w|d) o« L(6, n, v)g(n, 0, 7),

" where d = (ry, r2, ny, ng, t, n).

Clearly, if we were diligent and clever enough, we
could find from p (8, , 7 | d) the joint posterior density
of 7 and p, say p(r, p | d). Ostensibly then for any set
S on the unit square we could find

P[(r, p) €ES] = P,

or conversely for any fixed P we could find the
“smallest” set Sp such that

P[(7, p) € Sp] = P.

Similar results could be obtained marginally for either
p or 7. This would be much more informative than the
calculation of the approximate standard errors of
the estimates C and F. Of course this would require
a good deal of heavy calculation involving numerical



