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ASYMPTOTIC SUFFICIENCY AND ASYMPTOTICALLY
MOST POWERFUL TESTS FOR THE TWO
SAMPLE CENSORED SITUATION

By K. G. MEHROTRA AND RICHARD A. JOHNSON!
Syracuse University and University of Wisconsin at Madison

This paper provides a proof of the asymptotic sufficiency of the ranks
in the two sample situation when the observations are censored at the rth
order statistic. Several important conclusions may then be drawn con-
cerning optimal tests.

0. Introduction and summary. Our objective is to extend the results of Hajek
and Sidak [4] by showing that the large sample properties enjoyed by rank tests
in the two-sample situation also hold, under appropriate modifications, when only
the r smallest observations are available. The key result, Theorem 1.1, states
that the set of ranks from one sample, among the smallest r, is asymptotically
sufficient. Consequently, for any sequence of tests based on the r smallest ob-
servations, there is a sequence of rank tests with the same asymptotic power.

Two special conclusions have immediate practical importance. (1) Any se-
quence of tests that is asymptotically optimal within the class of rank tests is
also optimal within the wider class containing parametric competitors. Specifi-
cally, the locally most powerful rank (Impr) tests derived by Rao-Savage-Sobel
[11] and studied by Johnson and Mehrotra [6], are asymptotically most powerful
among all tests. (2) Asymptotically most powerful unbiased tests for location
differences may be obtained using an equal-tailed test based on the lmpr test
statistics. The latter result follows from properties of the exponential family
that is constructed when establishing asymptotic sufficiency. Johnson and
Roussas [8], [9] discuss this technique in a parametric context.

While our results pertain to contiguous alternatives somewhat weaker although
equally interesting results, for complete samples, appeared in a recent paper of
Hajek [3] on fixed alternatives. His results, presented in the context of Bahadur
efficiency with a finite number of alternatives, complement the local alternative
results. However, with censored samples, only Section 1 of [3] seems to follow
directly without more work. At this point, we must remind the reader, that,
contrary to the terminology, not all the practical information is carried in the
ranks even though they can be used for obtaining best tests for equality. The
locations and shapes of the two distributions cannot be recovered from the ranks
no matter how large the samples.
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The development below is simplified to location parameters but scale pa-
rameters can be handled in a parallel manner. In our development, we make
an extra assumtion that the pdf f has a derivative f’ which is continuous in a
neighborhood of the asymptotic censoring point. This extra assumption, not
needed in the treatment of the uncensored case, could be relaxed slightly using
the technique in Johnson [5].

1. Notations and the main results. Let X,,i=1,...,mand Y, j=1,---,n
be i.i.d. random variables with cdf’s F,(x) and G,(y), respectively. For the
combined sample we write V,, ..., ¥V, where V, =X, i= 1, .-.,m and

1

View=Y,i=1,--.,n n+m=N. Let the random variable m, equal the
number of X-observations among the first ordered r observations and n, =
r — m, denote the number of observed Y’s among first ordered r(< N) observa-

tions. These observations are denoted by X, < .-+ < X, ,and Y, < -+ <

Y., In the combined sample they may be expressed in terms of W’s and Z’s
where W, < ... < W, and Z, = 1 if W, is an X observation Z, = 0 otherwise.
As in (1.1) of [6] the likelihood of X, - -+, X, )3 Y, -+ -5 Y, can be ex-
pressed in terms of the W’s and Z’s as
‘][Wv R wr; Zr - zr]
m! n! . 2

(1.T) = 15 f*(wo)gy' ~#i(w,)

(m—m)(n—n)!

X [1 = Fy(w)]" ™[l — Gy(W,)]"™™, W= =W,

=0, otherwise

where f,(x) and g,(y) are pdf’s corresponding to F,(x) and G,(y), respectively.

Throughout this paper, we study location alternatives with null cdf’s F,(x) =
G,(x) = F(x — f)and alternative cdf’s F(x) = F(x — 6,)and G,(x) = F(x — 0,)
where § = N-'(mf, + nf,). Moreover, we assume that lim, N0, — 6,) = A
exists so that the alternatives are contiguous. Substituting these values in (1.1),
we get the null and alternative densities presented in (1.2) and (1.3) below.

(1.2) q5(W, Z)

_ m! n!
T (m—m)! (n—n,)

(1.3) Go,,0,(Ws Z) =

AL SO = N1 = F(w, — ay-r

m! n!

(ot r =t (LS00 = 00770 = 8)

X {1 — F(w, — O)}" ="l — F(w, — 0,)}"~"r .
Let L, denote the ratio of (1.3) to (1.2) and
(1.4) $.(x) = $(x; 0., 0) = {f(x — 0)/f(x = D)},
$(x) = ¢(x; 0, 0) = [{1 — F(x — 0)}/{1 — F(x — O)}]F,
i =1,2. Then log L, can be expressed as
(1.5) log L, = 2{2}7_,[2,log ¢,(w) + (1 — z,) log ¢y(w.)]
+ (m — m,)log $,(w,) + (n — n,) log ¢,(w,)} .
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Throughout the discussion, we assume that f*(x — ) has a quadratic mean de-
rivative wrt 6 at §. That is, the Fisher information /(6) satisfies

(1.6) If) = m(f;((x’;) )Zf(x)dx < oo

We also assume that the number of observed order statistics r is selected so that
rN-' — p; 0 < p < 1. Suppose &, is uniquely defined so that F(§,) = p. Set

a1 o [ (LY &)

(1.7) 2= (1 — 2)A {snm(f(x) ) fe dx + l_p}
where

(1.8) A2 = limy_, m/N, 0, — 0, = N-tA, and

A= limNﬂm AN .

The term within brackets in (1.7) is the version of Fisher’s information for the
censored sample [see Chernoff, Gastwirth and Johns [1]].

Let ||p — ¢q|]| = § |p — q| dv where v is some o-finite measure and consider
alternatives given by (1.3) which satisfy (1.8) with A bounded. Then we have
the following theorem establishing the asymptotic sufficiency of ranks in the
censored situation.

THEOREM 1.1. Let f’ be continuous in a neighborhood of &, and

. M s ey (L)Y f&,) o
up, N3 A S_m<f(x) )f(x)dx-{— - <K< and

B2, 01

Consider testing H,, when density is given by p,; defined in (1.2) against the
alternative g, given by (1.3) subject to (1.8). There exist rank statistics 4,,
such that for ¢,° = p,zhy, and lim sup ||gy, — g%4|| = 0. That is, the ranks are
asymptotically sufficient.

THEOREM. 1.2. Under the conditions of Theorem 1.1, the maximin most power-
ful rank test has the same power as the maximin most powerful test,

These results are proved in Section 3 after preliminary results are outlined in
Section 2. See [10] for more details.

2. Approximations to the likelihood. To obtain a large sample expansion of
log Ly, each term of (1.5) is expanded up to three terms after writing, for ex-
ample, log ¢;(w,) as log [l + (¢;(w;) — 1)]. See Roussas [12] for this type of
expansion. Thus, we obtain

(2'1) log LN = Tuv — oy + TsN
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where

Tiy = 2[01H{Z((W) — 1) + (1 = Z)(8,(W) — 1)}
+ (m — m)(@(W,) — 1) + (n — n,)($:(W,) — 1)]
(2.2) Ty =[Zi{Z(W) — )" + (1 = Z)($(W)) — 1)?}
+ (m —m)($(W,) — 1)* + (n — n)($(W,) — 1)] and
T3N = [Z{ {CN,i,IZz[¢1(Wi) - 1]3 + CN,i,z(l - Zi)[¢2(Wi) - 1]3}
+ (m — m)C  {P(W) — 1
+ (n — n)C3 L W{(W) — 1F] .
In the expression for 7,y, Cy,; and C§,; i=1,2,...,r, j=1,2 are coef-
ficients, uniformly bounded above by 3 for |¢,(W,) — 1], |¢;(W,) — 1| < }

Lemma 2.1 If I(f) < oo

(a) max[max,,., |¢;(W,) — 1|, |¢;(W,) — 1|5j = 1,2] =550
(b) Zi{Z[s(W)) — 1T + (1 — Z)[$(W)) — 177}
A2 5p " 2
(2.3) ey A1 = 1) 1 (%{{))_) f(x) dx .
(€) (m—m)[¢(W,) — 11" + (n — n,)[$(W,) — 1]*

it = iy B L)

Proor. The first part of (a) follows from (2.1) of [5] and the method of proof
for Lemma 3.3 in [5] establishes (b). Lemmas 2.1 and 3.2 of [5] and the bino-

mial distributions of m,, n, imply the remaining claims.

Note. As a consequence of (2.3) we obtain T,, — %0, T,y — 0 in P,; and
(2.1) gives

(2'4) (log LN — Ty + %O'pz) PG 0.

A further approximation is obtained by setting Qy(W,) = {l — F(W, —
6)}{F(W, — 0,) — F(W, — 0)} and expanding the numerator of Q, to obtain

N[gy(W,) — 1] = N{(1 + Qu)t — 1} = NQy + 0,(1)

h ~ —_ 7 f( s é)
(2.5) N, = ) e
— — 2A2 f,(sp) f(sp) :
(1 4 [2(1—1)) <2(l—p)>:l.

To approximate the remaining terms of T,, we define two statistics A% and
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T?, corresponding to censoring at (£, — 6) and another two A% and T}, with
the indicator /_., . 3 replaced by /.y ,.

Ay =2 B {e(Vy) — 1}I<—w,ep—?)(Vi)

(2.6) + 2 2 {e(Vy) — 1}1 et p=0(V)
T?, =2 3™ (0, — 0f(V I_wf_y,,Vi
O L

2 1 0, — f(V [—me—% V.

+2 Bl ( )f(V_ﬁ) a2V

The proof of Lemma 3.5 of [5] shows that Var [A,» — T?,] — 0 and

@T)  EAL = il - i1 — DR 3/7E,) — §5% (f,((j))f(x) dx |

Markov’s inequality and the continuity of f then imply that (see also [5],
Lemma 3.5)

(2'8) I(ATN - Az’(r) - (T{N - T{,N)l —0 in PN? .
Summarizing this chain of approximations

THEOREM 2.1. If I(f) < co, (1.8) holds and f'(+) is continuous in a neighbor-
hood of §,, then

(2.9) <10g Ly —

where

Ay
(N)!

S* 4 1o, ) —0 in Py

Ay ¢un _ . 5 5 S, —6)
2.10 By g x¥ — 5@, — 6)Z, 4+ (6, — )1 — Z,
(2.10) ) 2 {( )Z; + ( ) )} W, — 0

+ {(m— m)(0,— ) + (n — n,)(0,—0)} . f”;’(W _)0).

3. Proof of asymptotic normality and asymptotic sufficiency of ranks. In
this section, we first show the asymptotic equivalence of the parametric test
S, *¥ defined in (2.10) and the locally most powerful rank test S,¥, obtained in
Johnson and Mehrotra [6] and defined in (3.1), under the null hypotheses
(1.2). In conjunction with Theorem 2.1, asymptotic sufficiency of ranks will
be demonstrated.

The Impr test for the location alternative (1.3) is given by §,¥ = 17 (1 —
Z)ay(i, f) + (n — n)/[(N — r) 23V ay(i, f) where a,(i, f) = E[— f/(W)/f(W)].

Since 3,7 ay(i, f) = 0, whenever I(f) < oo, we can restate S,V as

— m,

A oy A ;
(31) (N)i Sr (N)% { [Z Zl ’V(’f) + *(17”-—')'

Saasi f)]

— 2 Ed = Zga G f) + (! ~) Saat /) |
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which is same as (2.10) except a,(i, f) replaces {— f'(W, — 8)/f(W, — )} and
(N — )t 322, ay(i, f) replaces f(W, — 6)/{1l — F(W, — 0)}. Clearly

(3.2) E[S,*] = E[S,*"] = 0.

In view of (3.2), the following theorem establishes the asymptotic equivalence
of §,*¥ and S,7.

THEOREM 3.1. If I(f) < oo,

% Var (8,4 — 8,7 —0.

Proor. From (3.2),
Var [ST*N - S?'N] = E[Sr*N - STN]2 = EW[EZ(Sr*N - SrN)2|W = w] :

Since W = w in the inner term of the last expression, we apply a well-known
theorem of sampling, after writing (S,*¥ — §,”) in terms of —[f"(W; —
OIfW: — 0) + ay(is )], to get

Var (S,*¥ — §,)

mn (S =0) )

+ (N = DU, = Ol — FW, — 0)] — a2},

where a,* = (N — r)=' 3%, a,(i, f). However, (N — r) Var {f(W, — 0)/[1 —

r+1

F(W, — 6)]}isless than 327, Var { f"(W, — 0)/ f(W, — 0)} (see Mehrotra [10], page

24). Consequently, the rhs of (3.3) is less than ma[N(N — 1)]=* ¥ E[— f"(W; —

6)/ f(W, — 6) — ay(i, f)]*. Now, following the same argument as [4], we con-
clude that N-! Var (S,*¥ — S,%) — 0.

Since the asymptotic distribution of S§,¥ is also normal, see [6], in view of

our Theorem 3.1 we obtain

THEOREM 3.2. If (1.8) holds, I(f) < oo and f'(+) is continuous in a neighbor-
hood of &,, then the asymptotic distribution of log L, is N(—40,?, 0,%).

The result of Theorem 3.2 leads naturally to a new derivation of the limiting
distribution of the test statistics under a sequence of local alternatives. One can
use any smooth score function and the details are found in Mehrotra [10].

Proor oF THEOREM 1.1. The proof of the theorem is analogous to the proof
of Theorem VII. 1.2 of Hajek and Sidak [4], with their S, replaced by N-* S,
defined in (3.1). In case we assume that convergence of L, to exp(N7*AS, Y —
10,%) is not uniform, a contradiction can be obtained as follows. Suppose there
exist a sequence of A’s for which the convergence is not uniform. Then em-
ploying the argument of Johnson and Roussas [7], page 1211, it cah be shown
that any statistic based on V,, - .-, ¥, has power a. In particular, therefore,
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the likelihood of the complete sample converges to one. If Py;and Q) , denote
measures corresponding to V), - - -, ¥V, under the null and alternative hypothesis,
then by Proposition 3.1 of Johnson and Roussas [7], we see that ||P}, 3 — Q%] =
2 sup {|Pys(A) — Q o(A); Ae 7y} — 0. On the other hand, the sub os-field
generated by (Z,, ..., Z,; W, -.-, W,) is contained in .5, (the o-field of
Vi - -+, Vy). Since

PN?I:

we obtain a contradiction.
The remainder of the proof which involves truncating N-*AS,” remains same
as in VII. 1.2 of [4].

Proor oF THEOREM 1.2. This is the result corresponding to the Theorem
VII 1.4 of [4]. We need only change the definition of ¢,, in (13) to be defined
in terms of observed ranks. The null distribution does not depend upon f or 8
and the remainder of the proof remains unchanged.

1
%N —lt>5]§Squo"‘PN§|§—IIQNo" vill =0,
ND €

REMARK. An asymptotically most powerful test can be based on the ranks
statistic S,% when the right scores are used for then S,¥ is asymptotically suf-
ficient and this test approximates the likelihood ratio test. Another test which
is asymptotically as powerful as S, is obtained from the parametric statistic
S,*¥. In Gastwirth [2], the test based on S,V was shown to be asymptotically
most powerful among rank tests only, our results have extended this to any
test.
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