NOTES

This section is devoted to brief research and expository articles on methodology
and other short items.

—

ON THE EXPECTED VALUES OF TWO STATISTICS

By H. E. RosBiNs
Post Graduate School; Annapolis, Md.

In a previous paper’, the following theorem was proved. Let X be a random,
Lebesgue measurable subset of Euclidean m dimensional. space E.., and let
w#(X) be the measure of X. For every point x of E,, let p(x) be the probability
that X contains z. Then

m BW) = [ p(0) du(o).

In the present note we shall show how this theorem may be used to find the
expected values of two statistics which arise in sampling theory. Applications
to similar problems may suggest themselves to the reader.
Let Y be a real random variable with c. d. f. (cumulative distribution function)

o(y), so that for every y,
) Pr (Y <y = o).
Let Y1, ---, Y, be n independent random variables, each with the distribution
of Y. Finally, let

A = min (er Tty Yn),

B = max (Y1, -+, Y,),

F = o(B) — o(4).
Although the values of E(F) and E(R) can be found from the sampling distribu-
tions of F and R, and, in fact, are well known, we shall show how to apply (1)

to find E(F) and E(R) directly.
To find the first of these, let X denote the set of points in the interval 0 < z < 1

such that

@ o(4) < z < o(B).

Then X is a random set with measure

5) uX) =F.

Moreover, for any point z the probability that X shall contain z is clearly

6) px) =1-—2"— (1 —2)".
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Hence by (1),

! » n n_l
@ Bux) = [l —a" = (1 - aylde = 2.
Thus by (5),
n—1
® E(F)=m

This result may also be derived by the usual method. In fact, it is not hard
to show that the c. d. f. of F is

©) (f) =Pr(F <f) =1 —n)f"+nf" for 0<f<1,

whence

E(F) =j;fdr(j) =Q —n)nfof”df+n(n— l)fof""df
_(1—n)n+n(n—1)_n~1
T n+1 n  n+1

Here the advantage of using (1) is only that it makes unnecessary the calculation
of the c. d. f. 7(f), provided that only E(F) is desired.
The situation is quite otherwise with E(R). Here the c. d. f. of R is

© a+r b
(11) 60 =Pr(R <71) = n(n — 1) L o(a) f o(b) [ f o(?) dt]"" db da,

where ¢ is the probability density function of Y. Unless ¢ is a very simple
function, it would seem difficult to find a simple expression for the integral

(10)

(12) E(R) = fo " rdo(r).

However, if we let X now denote the linear set

(13) A<t<B,

then

(14) uX) = B — A = R.

The probability that X shall contain the point ¢ is now
(15) pi) =1 — ") — (1 — a(®)"

so that, by (1) and (14),

16) B®) = [ (-0 - (1 - o0 a

This formula for the expected value of the range in a sample of n from a popula-
tion Y with c. d. f. ¢(¢) is believed to be new.
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If o(¢) is such that dt/do can be found as an explicit function of ¢, then (16)
can be written with advantage as

1
a7) ER) = [ 11— = -0} %y
] do
For example, suppose the random variable Y has the probability density function
eV
(18) o(y) = m,
and hence the c. d. f.
eﬂ
(19) W =iy
Then
o dt 1
(20) t—logl—a’ de ol —0)"
Hence from (17), the expected value of the range in a sample of n is
(21) E(R) = fll —d —-©0-09" do
o o(l — o) )

The indicated division in the integrand may be carried out, and the result, a
polynomial in ¢ of degree <(n — 2), when integrated between 0 and 1, gives
an explicit formula for E(R). Thus for samples of n = 2, 3, 4 we find the values
of E(R) to be respectively 2, 3, 11/3. Incidentally, it is always true that the
expected value of the range for n = 3 is three-halves that for n = 2. This
follows from (16) and the algebraic identity

(22) 1-d—-@-o)=81-¢-01-0a}
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ON RELATIVE ERRORS IN SYSTEMS OF LINEAR EQUATIONS

By A. T. LoNsSETH
Northwestern University

Some time ago in these Annals', L. B. Tuckerman discussed the effect of rela-
tive coefficient errors on relative solution errors for a non-singular linear algebraic
system; his discussion was confined to errors so small that their squares and higher
powers can be neglected. Dr. Tuckerman’s paper was principally concerned

1L, B. Tuckérman, “On the mathematically significant figures in the solution of simul-
taneous linear equations,” Annals of Math. Stat., Vol. 12 (1941), pp. 307-316.



