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AN EXAMPLE OF THE DIFFERENCE BETWEEN THE LEVY AND LEVY-
PROKHOROV METRICS

By Lroyp Fisuer! anp D. W. WaLkUP

The Unaversity of Washington and Boeing Scientific Research Laboratories

The notation and terminology of [1] will be used below. The purpose of this
note is to prove the following:

PROPOSITION. Let e be a probability measure on R' which is absolutely continuous
with respect to Lebesgue measure. Also let p — p * e be a 1-1 map of the Borel prob-
ability measures into themselves. Let § be a countable family of Borel probability
measures and

= {uxe:ueTF}. Then:

(1) = s finstely distinguishable if the members of F are uniformly isolated in the
Lévy metric, but the converse does not hold.

(i) If m s finitely distinguishable then the members of § are uniformly isolated in
the Lévy-Prokhorov metric but the converse does not hold. ‘

Proor. Everythring except the converse in (ii) follows immediately from [1].
To construct an example showing the converse does not hold the following combi-
natorial lemma is needed. '

LemMMA. For any two integers 0 < m < n there exists a finite set S and subsets
Si, -+, 8 0f S such that (letting |B| denote the cardinality of B):

@) 1Sy =n,¢=1,2,--+,1L
(2) 1S:in 8| = mifi #j.
(8) If C C S;and |C| = m, there exists at least one S; such that S;n S; = C.

Proor or LEMMA. Select an m + 1 by n matrix A with entries from the finite
field F, with characteristic p such that any submatrix consisting of m 4+ 1 column
vectors is nonsingular, i.e., has an inverse matrix over the finite field. This is
always possible for given m and n if p is sufficiently large. Let V be the collection
of row vectors of length m + 1 with entries from F, and let Z be the corresponding
collection of row vectors of length n with entries from ¥, which may be written in
the form yA, ye V. Since A has rank m + 1, |Z| = |V| = p™". Now let
S={(kq):k=1,2 ---,n;q¢eF,}. Each member z; of Z determines a unique
subset S; of S where (k, q) ¢ S; iff the kth coordinate of 2; is g. It is clear that
|Si| = n. Since every m + 1 by m + 1 submatrix of A is nonsingular, it follows
that for any set of values from F, for any m + 1 coordinates there is one and only
one vector z in Z with those coordinate values. From this fact parts (2) and (3)
of the lemma follow immediately.

Returning to the construction of an example in (ii) of the proposition we may
use the lemma withn = 2m, m = 1, 2, - - - | to choose a family § of discrete prob-
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ability measures, where § = Uy 5, . Each %, has the following properties.
(a) peF;, NeFh,7 #* kimplies support A n support u = .

(b) p&Fn puts mass 1/2m at 2m different integers, say w1, -+ , Mom -

(€) gy AeFp, u # \implies
e, ooy mamd 0 N, o Nam | S

(d) peFm, {21, ,2m} S {m, -+, uem} implies the existence of a \ € F,, such
that
{”'1: Tt ,ﬂ'Zm}n{)\l, et 7)\27"} = {xly co ’xﬂl}'

(e) |Fm| < .

Itis easy to see that u, A\ ¢ F and u = Nimplies L(u, \) = % where L is the Lévy-
Prokhorov metric.

Let e be uniform on [0, 1]. If we observe a sequence of iid observations from a
measure of = since the measures of § have support on the integers, the integer part
of each observation is a sufficient statistic and we may restrict ourselves to
decision rules based on the sequence of integers (integer parts) observed. Suppose
that = is finitely distinguishable, then there exists for each ¢ > 0 a number
N = N(e) and a set of functions ¢, , u & F defined on N-tuples of integers such
that for each N-tuple x, ) ¢,(x) = 1. (¢,(x) is probability that we decide we are
sampling from u if we observe x.) Further

E(¢u|w) =1 —¢€ forall ued, that is,

we make the correct decision with probability =1 — e regardless of which u we
are observing.

In particular, let ¢ = + and n = N(e). Choose an element of ¥, at random
(equally likely) and observe = iid observations, giving a vector x. Use the ¢,’s to
make a decision. Let P(-) be the probability measure referring to this situation.
Let C be the event the decision made is correct. We find two estimates for P(C).

P(C) = 2ous, P(C|W)P(n) Z 2pesn (DP(n) = §

where u represents the event that we are observing rv’s with distribution u.
For the second estimate let X be the set of observational vectors x which occur
with a positive probability for at least one u ¢ F, . Then:

P(C) = 2 xx P(C|x)P(x)
where x denotes the event that x has been observed. Further:
P(C | X) = Zneﬂ’n ¢#(X)P(F’ | X).

Now P(u | x) is the same for any u ¢ ¥, whose support contains all the coordinates
of z. By (d) there are at least two such measures. Thus, P(u|x) < % for all
peSF,,xeX and

P(C|x) £ (3) s, du(x) = }.
Finally,
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P(C) £ 2 xex 3)P(x) = §.
The two estimates contradict each other from which we conclude that = is not
finitely distinguishable.
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