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INADMISSIBILITY OF A CLASS OF ESTIMATORS OF A NORMAL
QUANTILE!

By JAMES V. ZIDEK
University of British Columbia

0. Summary. Suppose that independent normally distributed random vectors
w1 and T**! are observed with E(W) = 0, E(T) = u, Cov (W) = ¢*Iand
Cov (T) = ¢*I. In this paper it is shown that each member of a certain class of
estimators of p+no for a given vector # is inadmissible if loss is dimension-free
quadratic loss. This class includes the best invariant estimator. The proof is carried
out by exhibiting, for each member, 8, of the class, an estimator depending on 8
whose risk is uniformly smaller than that of 8.

1. Introduction. Let X be a normally distributed random variable with mean u
and variance o2, where both u and ¢ are unknown (—c0 < p < 00, ¢ > 0). Let
v = u+no for a given constant n. Then v is a quantile of the distribution of X.
Suppose X, --+, X, (n = 2) are independent copies of X on the basis of which v
is to be estimated. If an estimate, 7, is selected, a loss ¢~ 2(f—v)? is incurred.

A minimax estimator of vis § = X +4C,S* where X = n™ 13X, § = (X, —X)?
and

(1.1) - r(’%) (2%r <’%1))_1 n=23

In this paper we prove a conjecture of Stein [1] that if # # 0, 0 is an inadmissible
estimator of v. We do so by exhibiting a second estimator §; for which
E, (0,—v)* < E, ,(0—v)*. To be precise, §; = min {1, I + H(XS )SX *}X +
nC,S* where H(t) = (Mn(nt)>—nC,(nt)+1, —oo < t < oo. It is easy to see that
0, = Ounless |4nXS *—C,| < (C2—n"")%

The result described above is a corollary of Theorem 1 which concerns a more
general problem than that described above. Suppose S, Ty, -, T(k = 1) are
independent random variables, that So~2 has the chi-squared distribution with n
degrees of freedom, and that T, is normally distributed with mean y; and variance
o2, i=1,2, -, k. We assume that ¢*(c > 0) and the pu(—o0 < y; < 00,
i=1,2, -, k)are unknown constants.

Let R* (k = 1,2, ---) denote k dimensional Euclidean space. If x € R¥, x’ will
denote the transpose of x. Moreover for x = (x, -, %) €R* and y =
(1> ) € R, we let x'y = Zx,p, and ||x|| = +(x'x)% Let u = (1, -+, )’ and
1 € R* be a given vector.

1 The work reported here was supported by a grant from the National Research Council of
Canada.
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The result of Theorem 1 pertains to the estimation of v = u+#no when loss is
measured by o 2||r—v||* if an estimate, 7, of v is chosen. For this problem a
minimax estimator is 0 = (7T, S) = T+nC,.,S™*, where C,,, is defined as in
equation (1.1) and T = (T}, ---, T})". Also, 0 is “best”” among all estimators having
the property, O(at+b, a*s) = a(?(t, $)+b, for all a, b, t, s (a >0, s > 0, be R,
te RY.

Observe that § is a member of the class of all estimators of the form S¥y(Y)
where Y = S7*T and y is a measurable function. Define y* by y*(y) = y(»)+
min {0, A(y)}y, where

AY) = (Y|P +1+@ @'y m+k)~ =y ()|y] 2
ifn’y > 0and A(y) = 0ifn’y < 0. In Section 2 we prove the following result.
THEOREM 1. If* is defined as above
(12) E, |[W* (NS —v|* £ E, [[p(V)St -2

Moreover, if P, ,(J*(Y) # Y(Y)) > O then strict inequality holds in (1.2).

If we set l//(y) = y+'1cn+ks then ‘p*(y) — lp(y) unless (Zli)("l,y)z(n'*'k)_l—'
('y)C,.x+1 < 0, that is, unless

(1.3) Bn'y(n+k) " =Cpii| < [Crap—(n+k)™'TE

This last assertion depends on the observation that (n+k)C?,,—1 > 0. To see
this note that

1
ooncs - ()]

where K(a) = T(a+1)/T(e) — (e +4)/T(«))?, « > 0. But K(«) is just the variance
of W* when W has the gamma density which is (I'(«)) ~!w* " 'e ™" or zero according
as w is greater than zero or not. It follows for this choice of Y that P, ,(¥/(Y) #
Y*(Y)) > 0 for all u and ¢ and consequently, by Theorem 1, that T+#C, , ,S* is
inadmissible.

In [2] the more general problem of estimating Au+#no under dimension-free
quadratic loss is considered where A4 is a known m x k matrix and # € R™. It is
shown there that # = AT+nC,.,S* is inadmissible if ||g|| > C, C being a
sufficiently large constant. If ||#|| > C, an estimator with uniformly smaller risk is

= [AY+n min{C, s, Cyyr4 (1 +” YHZ)%}]S*-

Set m = k and A4 equal to the identity matrix. We conclude that 0 is inadmissible
if ||n]| > C. The result of the present paper generalizes this last result in two
directions. First, the restriction, ||n|| > C, is replaced by |[n|| # 0. Second, the
result is obtained not only for § but for each member of a family of possible
estimators of v. The generalization is achieved using a different approach In [2],
the improvement (for ||y|| > C) is achieved by simply replacing C,.,S?, in 0, by
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an improved estimator of o. Here we use a conditional expectation argument which
is analogous, in form, to that involved in the Blackwell-Rao method for improving
unbiased estimators.

2. Proof of Theorem 1. We adopt the following notation:
Ala) = [39" exp (—1g° +ga)dg,
T(a) = A@[A, 4, (@]
Gla) = $r ' (+(a* +4r)t-a),
HJa, b) = (a+b)G.(a)
—wo <ab<oo,r=1,2,--.
LEMMA 2. Ifb > 0,sup,(a+b)T.(a) < 1+(G)b*r ™"

PrOOF. Jensen’s inequality implies T,(@) > T,,(a) for all a and r. After inte-
grating by parts we find that A (@) = (r+1)"'(A,4,(a)—aA,, (a)). Thus
a= (T, (@)™ =(r+DT(a)
< (Tr+ l(a))_ ! —(r+ 1)T'r+ l(a)’
—wo<a<o,r=01,2,---.
It follows that rT.%(a) + aT,(a)— 1 < 0, thatis,0 < T,(a) < G,(a), forallaandr.
Now  sup,(a+b)T,(a) = sup,, _,(a+b)T(a) < sup,. _,H,(a, b). Consider
(0/0a)H,(a, b) = 4r~ [+ (@*+4r)¥ —a+(a+b)(ala* +4r)~*—1)]. It is readily seen
that (9/0a)H,(a, b) = 0 when a = a, = $(4r—b*)b~". Furthermore a, > —b and
HJay, b) = 1+@)b*r ™' > lim,., , H(a, b) = 1 > H(—b, b) = 0. Thus the maxi-
mum of H,(-, b) is achieved at a, and the conclusion of the lemma is immediate.

PrOOF OF THEOREM 1. Observe that if we let A = uo~! and take i to be any
measurable function,

E, IS —s|[to?

EA,1”S%‘//(Y)~1"’1“2

= E;,e(Y, D|[W(Y)— (Y, D||> +b(4)
where
(Y, %) = E/I,I(SI Y),

(Y, 2) = A+mE; (S*| Y)-E, (S| V)7,

and b is a function whose value does not depend on  and plays no role in the
argument. It is easy to show that

(Y, H) = A+mT, X YA +||Y]DH ™ HU+]| Y]HE

For simplicity, let v = w(y, 1), x = YY) —1-|y||*—@®'»)*(n+k)~", and
w = y'W(y)—y'v. Observe that y'(y(y) —w||y|| ~2y—v) = 0so that

W)=l = w2yl 7> + O = wlly[| 72y el
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Also

W) =x|y[[ 2y —ol|* = w=2%|y]| 2+ [~ wllyl| 2y —o] .
Thus
(2.1) W) —o||> =W —x||y]| 2y =o|]* = [|y]]"2(W* = (w—x)?).

For convenience let z = p(1 +||y||*) " *. It follows that
w = yy) — A+ Az 4+0'2)T, 1 1(A2)
Z YY) =1+ A+G 0’2 +k) ™)
=x
if 'y > 0. Furthermore, if y is such that x > 0 and 'y > 0, the quantity on the

left-hand side of (2.1) is positive. Theorem 1 is an immediate consequence of this
observation.
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