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STUDY OF A BROWNIAN IMPULSE

BY SoOPHIE MEZIERES AND BERNARD ROYNETTE

Université de Nancy I

This paper is concerned with the simulation of a 2-dimensional
stochastic differential equation motivated by some physical phenomena
of fluid mechanics. The drift and diffusion coefficients of the equation ad-
mitting local singularities, we are led to study a particular term of strong
perturbation denoted by “Brownian impulse.” Our suggestion for the simu-
lation is to replace the singularity by a jump on which our study therefore
focuses.

1. Introduction. The starting point for this paper is a problem arising
in the numerical simulation of some special stochastic process.

We are interested in a 2-dimensional differential equation; it is an evolu-
tion equation which models a physical phenomenon of fluid mechanics and
presents some interest for the engineers of Electricité De France. The drift
and diffusion functions are known by a first experimental procedure and it
turns out that they can reach very high values in some points; that is, they
have local singularities due to rough and strong variations in the neighbor-
hood of some points. The main example we have in mind are functions which,
locally, look like a Gaussian density centered at these points and with a very
small variance (see Fig. 1).

They are thus Lipschitz continuous with very large Lipschitz constants in
the neighborhood of the point.

Numerical simulation of S.D.E. is quite well-known and many discretiza-
tion schemes have been described. Most of them are extensions of schemes
for ordinary equations. Suitable hypotheses on the coefficients (drift and dif-
fusion) of the S.D.E. are required in all the cases for the convergence of the
scheme towards the stochastic process which is the solution of the equation.
In general we need the Lipschitz continuity and, sometimes, the boundedness
of the coefficients. In our situation, classical discretization schemes contain
“constants” which blow up and the convergence does not follow.

We suggest in this paper a method to simulate the stochastic process in
such a situation.
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FiG. 1.

Our framework is the following: suppose that the domain is the whole plane
R? and consider the following 2-dimensional S.D.E.:

l,e _ t 1 1, ¢ 1, ¢
X! _/()cb(?Xs ,Y! >ds,
1/t S ot
(B ¥ =2t [ Lo (X2)dB + 5 [ 10(X17) ds
t t
Xl,s’Yl,s dB b Xl’g’Yl,s d ,
+/0 O-( s s ) s+/(; ( s s ) S

with (B;);so and (Bt)tzo two independent one-dimensional standard Brownian
motions, z € R, a constant 8 € R, a little parameter £ > 0; and functions
¢ R xR—>R{,6:RxR — Rand o:R xR — R such that the following
conditions are satisfied:
(h1) ¢, b and o are Lipschitz continuous (at most linear growth condition is
satisfied as a consequence), that is, for the function ¢ for instance:

3K, > 0 [¢(2) —d(Z)| < Ky [ 22 | ¥(z.2) € R, x R)2.
(h2) b and o are bounded, that is,
HKz,KS>O,|b(2)|§K2,|(T(Z)|§K3 VZER+XR.
(h3) ¢ is lower bounded, that is,
In>0; ¢(x,y)=n>0 V(x,y)eR_ xR
These hypotheses imply the existence and unicity of a strong solution of
the equation (E).
Let us make two remarks about the equation (E;).
First we consider only one point of singularity, that is the origin, in common
for the drift coefficient and the diffusion one. The situation where there would

be several points of singularity is not more complex, we only need to repeat
our method for each of these points.
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We have also split up the coefficients of the S.D.E. in two parts: one is
singular at the origin, and the other one is regular everywhere. The singu-
larities we have chosen are really simple as being indicator functions. When
& goes to zero, these two terms blow up rapidly at infinity. In particular the
term: (1/¢) fot 1o, 2(X L#)d B, increases the oscillations of the stochastic pro-
cess when & decreases to zero. This is the reason why we denote it by “Brown-
ian impulse”. We denote by b and o the regular parts of the drift and diffusion
coefficients respectively.

In practice such a S.D.E. will be used to approximate the equation in the
case where the drift and diffusion coefficients reach very high values at the
origin. This modeling requires therefore the definition of a limit value for the
coefficients. When a coefficient exceeds this limit value, we suppose it behaves
as it is described in equation (E;).

REMARKS. We index this S.D.E. with the number 1 since we will see later
that it is equivalent in law to another S.D.E. that will be indexed with the
number 2.

The normalizations in ¢ have been chosen in a convenient way to apply
scaling properties.

Let us denote by {Z;° = (X} %, Y} *)},o0 the 2-dimensional stochastic pro-
cess starting from Z (1)’ “ = (0, z) and which is the solution of (E;). Our motiva-
tion is the numerical simulation of the limit process of Z¢ as ¢ goes to zero.
Let us denote it by

(1) z; =lim Z;° V= 0.

As we will see later, a problem appears at the origin. In order to get rid of
it, we approximate the process Z! defined in (1) by a classical discretization
scheme outside of a little neighborhood of the point (0, Y!). Let us define the
following stopping time:

2) TL¢ = inf {¢t > 0; X} ° = &?}.

Most of this work is the determination of the limit law of the random variable
Y;’fg when ¢ — 0. Indeed, once we have determined the limit law of Y;;fg, it
will be sufficient to approximate Y! with this law when X! reaches the origin.
Afterwards we go back normally to the simulation. Hence this paper focuses
on the determination of the limit law of YlT’li when e decreases to zero. This
is given by our main result:

THEOREM 1. Let us consider a solution (s, [, g) of the following system
(where we denote by s, the derivative of the function s with respect to the time
variable t, and s', s” the first and second derivatives of s with respect to the
space variable):

1
(s fls™t= —,
3) Vb

1
Efzs” + g5 +5,=8(s-f)2
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where s :Ry, xR—> R, f:RxR— R, g:R xR — R and where, for any fixed
t, s is bijective.

Let us next consider the following one-dimensional S.D.E. defined with the
preceeding functions f and g:
: dR, = f(t, R,)dB, + g(t, R,) dt,

R0=Z,

4)

with (B,);>o a one-dimensional Brownian motion starting from zero and z a
real number. Let us assume that the functions f and g are sufficiently regular
to assure this S.D.E. to have a unique solution. Then

lim Y3 =s(1,Ry) in law.

The plan of the paper is the following: in the second section, we fix our
attention on the problem arising in the simulation of Z1.

The end of the work is devoted to the proof of Theorem 1. The first step
(Section 3) is the transformation of our initial problem into a simpler one on
which the required law does not depend any more on the parameter ¢. In a
first time we prove that in the S.D.E. (E;), only the coefficients of perturba-
tion (drift and diffusion) play a role when & goes to zero. We can then forget
the other terms: [, o(XL¢, Y1 *)dB, and [, b(X}*, YL ¢)ds. This leads us to
study the law of a new process called Y* taken at some new hitting time. In
a second time we establish that this process is equivalent in law to another
process Y, where Y is a Brownian motion with drift, and 7 is the hitting
time of the level 1 for the process X defined by X, = fot d(X,, Y,)ds.

The second and last step in the proof of Theorem 1 (Section 4) is concerned
with the determination of the law of Y ; we can use it to conclude.

Finally, in a last part (Section 5) we illustrate this work with several ex-
amples.

2. The simulation problem. To get an idea of what the process Z1:¢
looks like, let us fix .

First of all, we remark that the only thing the first component X ¢ can do
is to increase since the function ¢ is positive. Then starting from a point of
the y-axis, the process Z1 ¢ goes towards the right. Its domain of existence is
the half plane: R, x R.

Inside the strip [0, £2] x R, the second component Y ¢ is disturbed by a
supplementary Brownian motion with 1/¢ in factor and a supplementary drift
with 1/&2 in factor. Because of the Brownian impulse, the process Z! ¢ oscil-
lates very strongly. We are interested in the law of Z¢ when the process
reaches the boundary, that is, the line {x = &?}.

Once the process Z1 ¢ leaves the strip [0, £2] xR, the first component goes on
increasing and the second one presents a classical stochastic behavior which
is determined by the respective drift and diffusion coefficients b and o. Then
the process Z1 ¢ follows its way towards the right oscillating less strongly
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Fic. 2.

than before. Hence, the stopping time T ¢ is the only exit time of the strip
[0, £2] x R for this process and it is also the sejourn time of the process in this
strip.

T1:# is finite. Indeed, since the function ¢ is positive and lower bounded,
X1¢ (the first component of Z! ¢) starts from the origin and increases. So it
will necessarily reach the value £2 in a finite time.

As we have already said, our motivation is the numerical simulation of the
process Z! defined in (1). This is not obvious at first sight. Indeed, whatever
the classical discretization scheme we choose, we are not able to approximate
Z;’{i when ¢ — 0.

Let us see this in more details. We use for instance the simplest discretiza-
tion scheme, the Euler one, and we approximate Z¢ in the classical way.
In order to simulate the process Z:¢ = (X%, Y1 ?) in a fixed time interval
[0, T'], we consider a regular partition of this interval:

0=t0<t1<"'<tN=T,
with a discretization step we have chosen constant for sake of simplicity:

T
At:NZthrl—tk Vk:O,l,,N—l



498 S. MEZIERES AND B. ROYNETTE

Let us define the discretization scheme {725 = (YZ, ?ZZ)} by

Y(J)V = X, ?év =Y,
<N N 1 N N
X, =th +¢<§th7ytk)'(t_tk) Vi € [ty tryal

N =N 1 —N 8 N
Y, =Y, + 1p.o(X0) (B By) + 1o (Xs) - (= ta)

<N =N ~ - <N =N
+U<th’ Ytk) ’ (Bt - Btk) + b<th’ Ytk) : (t - tk) vt € [tk’ tk+1]
The goal at this point is to establish the convergence of {7?}%[0, 7 to

{Z,}’g}te[(,’ 71 Wwhen the number of steps N goes to infinity and where & is
fixed. In order to prove this convergence, for instance in the sense of the a.s.
convergence, one usually imposes the following hypotheses on the S.D.E.’s co-
efficients (which are here supposed to be homogeneous):

e The coefficients are Lipschitz continuous with respect to the space vari-
able.

e The initial data Z, admits a finite moment of even order (i.e., 3p >
1; E| X o|?P < 400, E|Y (|?P < +00).

Let us denote the approximation error by
1, ¢ N
8N =Y, Y, .

We commonly prove that there exists y > 0 such that

(5) E< sup 6N |2P) < C(At)
t€[0,T]
in order to deduce that
(6) sup 8?’ — 0 p.s.as N — oo.
te[0,T]

We can refer to the Faure’s thesis [c¢f. Faure (1992)] to find a clear and
complete review of the first discretization schemes for the S.D.E.: Euler scheme
and Milshtein scheme.

Let us now try to approximate the limit process Z!. With the hypotheses
we have imposed on the S.D.E. (E;), both conditions above are satisfied in the
case where ¢ is fixed. When ¢ decreases to zero, the coefficients of our S.D.E.
(E,) are no more bounded since the upper bounds explode. We will then obtain
an inequality of the form (5) but with a constant C which will depend of £ and
will blow up at infinity as ¢ goes to zero.

From this, it follows that we cannot obtain the convergence of the discretiza-
tion scheme to the process Z! at the origin. To get rid of this problem, our
suggestion is the following: introduce a jump at the origin so that the process
will go back from a value (0, lim,_,, Y;:li.) obtained according to the limit law
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of Yle Our main interest is now the determination of this law. It is given in
Theorem 1. The proof of Theorem 1 is done in two steps.

3. Step 1: Equivalences in law. This part is devoted to the proof of the
following fact: the required random variable is equal in law to another random
variable the law of which will be determined later on. We proceed in two steps.

3.1. Equivalence in law of (E). We will first prove that the process Z 1T’1‘Z,
solution of (E;) taken at the stopping time 7% %, has the same limit when &
decreases to zero, as another process denoted by Z2 ¢. This latter is solution
of a S.D.E. that turns out to be easier to study than (E£;) and is taken at an
appropriate stopping time 7% 2.

Let us consider the 2-dimensional S.D.E.

2,& t 1 & &

X%e = /0 o( X2 Y27 ds,
(Ey)
2, & 1/ 2, ¢ o t 2, &

Yt :Z—}—;/O 1[0582](XS’ )dBS+?./0 1[0’62](XS’ )dS,
with the same data as in (E;): a Brownian motion (B,),., a Lipschitz contin-

uous and lower bounded function ¢ : R, x R — R, 2,6 € R, and & > 0. Let
us define

@) T?%° .= inf {¢t > 0; X} ° = &?}.

and note {Z%° = (X>°, Y?’e)}tzo the solution of (E5).
We begin with a very useful remark:

REMARK. By definition of T% ¢ (for i = 1, 2), we have

T"* 1 . .
f ¢(—2xg~9, Y;’g) ds = £2.
0

&

From the fact that the function ¢ is lower bounded ((h3)), it follows that

Ti,s .
822/ nds=nT"?,
0
that is,
, 2
(8) Tie<® i=1,2
n

We can therefore establish the following result:

LEMMA 2. Let {Z}° = (X5, Y7 ) oo and {Z7° = (X%, Y7 %)} ap be the
solution of the S.D.E’s (E,) and (E,) respectively. Then

1, 2, : .
Yl —-Y5., —>0 in L? and in law, as € — 0.
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PrOOF. In what follows, the quantities C,C;,i = 1,2, ... will denote con-
stants whose values may change from line to line.

(a) Let us first deal with the first components X' ¢ and X% ¢ of the pro-
cesses Z¢ and Z? ° respectively. Using (E;) and (E,), we can write

‘ 1 1
Xpo-Xp° =/O {qb(;Xi"’", Y:S"E) — q’;(;X%E, Y2>} ds.

Then

t 1 1
st o) o)
s<t 0 | & & |

i1
<Ko [ {S1xbe - xBe v - v as
(since ¢ is Lipschitz continuous)

K t
<Kt sup |YLhe —y2e| 4 3_21/0 (sup | XLe X?;ﬂ) du.
s=

u<s

From the Gronwall lemma, it follows that

Kt
sup | XLe— X2 SKltsuyY}g—Y%’ﬂexp( ! )
s<

s<t g2
By applying this inequality with ¢ = T ¢ A T% ¢ and using (8), we obtain

® sup |XL°— X2° <Ce® sup |YEo-Y2e

ngLS/\TZ'E s§T1=EAT2-€

In particular if 71 ¢ AT? ¢ = T ¢ (the symetric reasoning - if TH¢AT? ¢ = T2 *-
is similar), we have

| X270, — 82 <Ce® sup |Y1o-Y2e|
SSTI'F‘ATZ’”

Since ¢ is lower bounded [cf. (h3)], the time spent to travel from X les to

2 . . . 2 .
X T’Zi = &2 is lower than a constant times the difference | X T’{i — £2|, that is,

1 e
|T1,s _ T2,s| < —|X2’Lg N 82|.
T
n
Then

(10) |The —T%¢ < Ce® sup |Y1®-Y2e|.

s<TbLenT? e

This leads us to examine the difference: |Y1¢ — Y2¢2|.
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(b) Let us now fix our attention to the components Y¢ and Y2 ¢,
Let us choose the time interval [0, TV 2 AT? ¢] as framework. The two diffusion
and drift terms defined on the set {x € [0, £2]} (the two parts of the singularity

in zero) being equal, their difference vanishes. Thus
SATVEAT?®

1, ¢ 1, e l,e
Ys/\TL”ATZ«S - sAT1 eAT2:e — / X Y )dBu

SATLEAT2 €

+/ b(XLe, Y1) du.

We work now in the region {s < T1:* AT? *} and use the fact that the functions
b and o are bounded to obtain

R 12
E[ sup }Yi’s—Yg’sﬂgz{E[ sup /o-(Xll;s,Yi’g)dBu]
0

s<TLenT2¢ s<TLenT2¢

s<TLeaT2 ¢

s 2
(11) +E[ sup /Ob(X};e,Yi’g)du}}

< C(Tl’g AT? 8)
<Cé&?
On the other hand, we can write

1 é
Y;qss — Y%w’zap = _(BTl,e — BTZ‘S) + —Q(Tl’g — T2’ 8)

+/ o(XL, Yh*)dB, +/ b(X1e, YL*) ds.
Let us take the square expectation

E[(vp. - vEi)’| <cC { E[(Bpu. - Bpa)?| + i—jE[(TLS 7% ey]

+E[A
+E[£

1 82
< CI{EEUTLE - T2’8|] + ;E[(Tlvs — Tz’a)z]

+E[£
+E[AT

(cf. the Burkholder-Davis-Gundy inequality)

Tl,s B 2
o(Xrle, Y;vS)st]

Tl, &

2
bxXHe, V) ds] }

Tl,s
a?(Xle, Y;vS)ds}

2
b(Xle, Y}a)ds} }
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1
< o ZE(TVe - 1)

2
_E(lTl,s _ T2,£|2) + CZE(TI,S) + CZE(T1,3)2}

[because of (h2)]
1
< CI{EE“TLS _ T2,e|)

82
+;E(|T1’8 —T%¢%) + C3&® + 0384} [cf. (8)].
Next, proceeding as in (a), we get

2
1,¢ 2, £\2 1,& 2,6
(T -T ) = (Xs/\Tl»EATZ&' B XsATl-g/\Tz’e) :
And

& & t & & 1 & & 2
(xpr-xpey = | [o(mxrevie) - o mxzevie)as)
2

[ [zl - xzep e e - v2ep s

IA

2
K texp( )supiYi’S—Yf’s|i|
s<t

2
< 0384|:sup|Y§’8 - Y§’€|:| .

s<t
Then
2
E[(T"* - T%%)"] = C384E[sup yLe - Y%ﬂ
s<t
(12) < 0384E[sup Y5 - Y?’glz}
s<t

(by the Cauchy-Schwarz inequality).
We deduce that

B[V - v3)] = pCustE| sup |vheovief]

SSTLS/\TZ.S

1
+ 30484E|: sup }Yi’g — Yg’8|2j| + 0482 + C484

s<TLeAT%:e
[cf. (10) and (12)]
<C4/Cie+C,C1% +Cue? +Cys* -0 as e — 0
[ef.(11)].
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This proves that YT1 . — Y2T’zi tends to zero in L? when ¢ — 0. From this, it

follows that YTLE ng converges in law to zero when & — 0. This completes
the proof of Lemma 2. O

Moreover we have

1, ¢ 2, ¢ 2
XTI&_XTZLZ .

. 1, . . 1, 2,
Hence, if Z7.°, converges in law and the difference Y ;.°, — Y., converges to

zero in L? as ¢ — 0, then z% T2 . converges in law to the same limit as Zk Tl .
when & — 0. This means that in the S.D.E. satisfied by Y!¢

Yhe—z4 = /1082] *YdB, + — /1[082] (X1*)ds
Xl,a Yl,sdB le,a Yl,ad.
+ [ oxbe, YhdB,+ [ b(X1e, Y1) ds

the only important terms in the strip [0, 2] x R are the terms of perturbation
(printed in bold-faced type). The last two terms in the right member of this
equation play no role when ¢ — 0. Therefore it is sufficient to consider the
S.D.E. (E5) in the following of our work.

A remark will help us to restrict our study. Since we are dealing with the
law of our process on the line {£?} x R, it is sufficient to study the process
in the strip [0, £2] x R. We can therefore get rid of the indicator functions in
order to keep our notation simple.

It follows from this remark that to determine the limit law of Y;’fg ase— 0
is equivalent to consider the following 2-dimensional S.D.E.:

Xe = /¢>( xe, Yg)ds,

6

(E3) L
Y;=z2+-B,+ t,
& &

in the strip [0, 2] xR, with the same hypotheses as for (E,); and determine the
limit, when & goes to zero, of the law of the process Y* taken at the following
stopping time:

(13) T¢ :=inf {¢t > 0; X7 = &2}
3.2. Convergence in law of Y7.. Let us consider the 2-dimensional S.D.E.:

t

X, = [ $(X,.¥,)ds,
0

Y, =2+ B, + 6t,

(E4)

where (B,),- is a one-dimensional Brownian motion starting from zero, z, 6 €
Rand ¢ : R, x R — R are the same data as for the S.D.E. (Ej).
We get a first result:
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LEMMA 3. Let us consider the solution (X,Y) of the equation (E,), and let
us define the pair of processes (X%, Y?) by
X=X,
&2

(14) . 5

Then (XZ,Y?) is solution in law of (Es).

The proof of this lemma is a straightforward application of scaling proper-
ties, since the pair (X?, Y?¢) has been defined in that aim.
The above lemma tells us that the determination of the limit law of Y7. as

& — 0 is equivalent to consider the pair (X¢, Y*) defined by (14) and look for
the limit law of Y ¢ taken at the following stopping time:

(15) T :=inf {t > 0; X? = &%}

This means equivalently that: Y7, and f";, have the same limit law as £ — 0.
Now define
(16) T:=inf {t>0; X, =1},

where (X, Y) is solution of the S.D.E. (E,).
We can then rewrite 7' in the form

T° =inf {¢t > 0; X = &%}
=inf {t > 0;°X ¢ =&} cf (14)
=inf {¢t>0; X . =1},
2
It follows that
. Te
Y%E=Z+Bﬁ+5—2=Z+BT+5T
£2 &

We have then shown that the law of Y7, is independent of the parameter ¢
since:

d
(17) ve, Q vy, =24 By +oT.

4. Step 2: Law of Y. The last step in the proof of Theorem 1 concerns
the determination of the law of the process Y, where (X, Y) is a solution
of (E,) and T is the hitting time defined by (16). We are going to associate
a one-dimensional process (R;);.o to (E,), and show that some functionals
of the pair (¢, R,) are equivalent in law to the components X and Y of the
solution to (E,). Finally the law of Y ; will be equal to a simple functional of
the process (¢, R,) taken at time 1.
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Let us recall that we have a Lipschitz continuous and lower bounded func-
tion ¢ : R, x R — RY and that we consider the 2-dimensional S.D.E. (E,):

t

X, = [ $(X,.¥,)ds,
0

Y, =2z+ B, + 6¢,

with (B;),-( a one-dimensional Brownian motion starting from zero, and z, 6 €

Let us consider an ordinary S.D.E. in which coefficients f and g are as-
sumed to satisfy the usual conditions for the existence and unicity of a solu-
tion denoted by (R,);~o. We assume moreover that this process starts from z
at the initial instant. Thus let

t t
R, = z+/0 f(s, Rs)st+/0 g(s, R,)ds.

We fix our attention to the pair (¢, R,),-(. The infinitesimal generator associ-
ated to this process is

a J
LoYlpd 0 9
= f v

o7x2

Let s : R, x R — R be a function of class C?, such that x — s(¢, x) (where
t is fixed) is bijective and Ls = §(s'.f)2.
We apply the Ité6 Formula to this function s and obtain

t gs tgs
s(t. R) = 5(0.2) + [ (. R)f(w, B)dB, + [ = (u. R,)g(u. R,)du

/ —(u R )du+2/ - 2(u R,)f*(u, R,)du.

Using the properties of the function s:

s(t, R,) = s(0, z)+/ 2 (u, R,)f(u, R,)dB, +5/ ( >2(u,Ru)du.

That is, if we note
Z,:=s(t, R,),
then

Z, = 5(0,2)+ fot (j—; - f>(u, R,)dB, + 5/(: (j—i - f)z(u, R,)du
— Zy+ /(: (j—i - f)(s—l(u, Z,))dB, + a/ot (j—z . f)Z(s_l(u, Z,))du

t t (9
— Z, +/0 e(u, Z,)dB, + 6/0 Xu,Z,)du with ¢ = <£ : f>os_1.
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Now define
t

A(t) = / A(u, Z,)du,
(18) 0

7(t) = A7Y(t), thatis, A(7(¢)) = t.
Then we have

Zy=Zy+ Baw +0A(1),

where (8,);-¢ is a one-dimensional Brownian motion [by Dubbins-Schwartz
theorem; cf.,, for instance, Revuz and Yor (1994), Theorem 1.6, page 173]. Hence
at time 7(t), we get

(19) Z.oy=2Zo+ B+t

On the other hand, 7 is defined by (18). let us derive this equality and assume
that ¢ > 0:
1
7)) = —v—F5—,
(®) cA(7(t), Z 1)

Then

¢ ds ¢ ds
() = /0 2(1(5), Zr) /0 2(1(s), Zy + B, + 05) [cf. (19)]

= [ 6(x(9). Zy + B, + 5)ds

with the notation

o(t, z) = 2.2
Next let us denote
X, =1(),
{ Y, =Z,4 =5(0,2)+ B, + ot

Therefore the pair (X;,Y,),.( is a solution of (E,):

t
{ X, = [ #(X,,Y,)ds,
0
Y, =s(0,2)+ B; + 6t.
Hence we can rewrite the hitting time of level 1 for X in the form
(20) T =inf{t > 0;7(¢) = 1}.
Because of (18) and (20), we have
(21) T =A(+(T)) = AQ1).
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It follows that the law of Y ; is equal to

(d)
YT = ZT(T) = Zl ~ S(l, Rl)
We have obtained the required law:
. e (d)
lim Y75 = s(1, Ry).

This achieves the proof of Theorem 1. O

REMARK. In practice, the function ¢ will be a given data of the problem and

we will have to solve the following system in order to determine the functions
¢, s, fand g:

_ 1 1

c_ﬁ’ (S/.f)n8_1=ﬁ,
c=(s.f)s71, - 1., , )
S A A

¢ being the only known data, the problem facing us is to solve a system of
two equations with three unknowns. There is therefore a great flexibility in
the choice of the solution (s, f, g) to this system.

This result is the main argument for our method of simulation of the pro-
cess Z since it implies a regular situation in place of a singular one (as
described in the introduction). Indeed, we urge the 2-dimensional process
Zb2 = (X12,Y1?) to jump as soon as the component X ¢ reaches zero. It
is therefore sufficient, because of Theorem 1, to simulate the process R which
is solution of the S.D.E. (4). If the function ¢ is not too bad, this presents no
difficulty using classical methods.

5. Some examples. Finally let us collect miscellaneous examples to il-
lustrate our result (Theorem 1).

5.1. Local martingale. We are first going to consider the simple case where
the process (R;);-o that we are led to simulate in order to get our limit law
(by Theorem 1) is a local martingale.

Let us work, in the interest of simplicity, with 6 = 0. And let us consider
a convenient function ¢ : R, x R — R?, that is ¢ satisfies the hypothe-

ses (h1l) and (h3). Our purpose is to obtain the limit law lim,_, YlT’li. where
(X12,Y1?) is solution of a 2-dimensional S.D.E. of the type (E;) with any
suitable functions o and b (we have seen that the limit law does not take into
account the corresponding terms). By Theorem 1, we have therefore to solve
the 2-dimensional system (3) and to determine some functions f, g and s. Let
us remark that in the case § = 0, the function s : R, x R — R is a scale
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function for the defined operator L, that is, Ls = 0; and the system that we
have to solve becomes

/ a1
29) (18 s = N3
ifzs” +gs' +s,=0.
Let us choose here the natural scale for L:
s(t,x)=x
and
1
f(t,x)= W’
g(t,x)=0.

Then the process (R;);-, defined by (4) is a local martingale as a solution
of the following S.D.E.:

1
=———_dB,.
\/d)(t’ Rt)
Under the hypotheses required on the function ¢, this equation admits a

unique solution and we get the limit law by Theorem 1. This law is given by
a local martingale:

dR,

d d d 1 1
lim Y;’li. (2) .S'(]., Rl) (2) Rl (2) z+ / :dBS
o 0 VoG, o)

Let us now consider some explicit examples with given functions ¢.

5.2. Brownian motion with drift. Inthe same situation where 6 = 0 (corre-
sponding to a system (22) and a scale function s : Ls = 0), let us now consider
the case of a S.D.E. (E;) determined by suitable functions b, o and

1
$(t, x) = 2

X

It is obvious that this function does not suit to the hypotheses (h1) and (h3).
So let us truncate it with as much regularity as possible by defining

ifxe]—Ma—”I]U[”),M[,

Fa

1 .

¢ u(t, x) = STk if x €] — o0, —-M]U[M, +o0[,
1
)

if x €] —m,n[,

with two real positive numbers: a small n and a big M.
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This truncated function satisfies (h1) and (h3), so we can apply our result
to it. We have then to solve the system (22). Let us choose here functions that
do not depend on the first variable and f = 1, so we get

1
(23) Sy u(x) = ——m——
NN
and
1
(24) 53/1,, m(X) + gy m(x)s, y(x) =0

Let us first solve (23). ¢,, ) being lower bounded and Lipschitz continuous,
there exists a unique increasing function s, j; solution of (23). This one is
bijective. In the neighborhood of the points such that ¢, y(x) = 1/x2, that is
on |—M, —nm]U[n, M|, the solution of (23) gives us the following scale function:

sy, m(x) =e".
Let us now extend s, j; on the whole real axis by defining
ev, ifxe]l—M,—m|U[n, M|,
Mx+M?*+e ™, ifxe]—o0,—M],
Som(X) =3 Mx— M?>+eM, ifxe[M,+oof,
sinh
n

T’x—i—coshn, ifxel—mn,n[.

By (24), we obtain

-1 ifxe]l-M,—n]U[n, M|,
g"’M(x):{O2 ifnot.] ot Ml

Then we are led (Theorem 1) to consider the S.D.E.

n, M ! M
(25) RI™M =2+ B+ [ g u(RPM)ds.

For any fixed n and M, this equation admits a unique solution (R;" M)
Let now n — 0 and M — +o0. We obviously have

t>0"

I __1
nﬁO,}Wn}>+oo g»,,,M(x) 2’
and this is not difficult to convince ourselves that the solution (R;” M) 1~0 Of (25)

converges to a unique process (R;),.o which is solution of the S.D.E.

t
Rt:2+Bt_§‘

This is a Brownian motion with drift starting from z.
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From Theorem 1, we get finally for the solution (X12, Y1#) of (E;) with
¢(t, x) = 1/x? and any suitable functions o and b

. e (d) (@) (@) _1
hn(% Y;’Lg ~ s(1l,R;) ¥ expR; = exp'? é)expBl.

The density is therefore given by

p(x) = \/% exp <z — %) exp (x — x;)

5.3. Bessel process. Let us now consider the situation where the function
¢ has the more general form

1
d)(t, x) = ﬁ with o > 0.

The same truncation argument as before allows us to apply Theorem 1 to this
kind of function and we choose again & = 0.
So we have to solve the system (22) that becomes

(8- F)os™H](t, ) = 2,
%fz(t, )8, (t, ) + g(t, x)s,. (¢, x) + s,(¢, x) = 0.
Let us choose here
f(t,x)=1,

and a function g of the form:

C
t,x)=—
g(t, x) o

with C a constant to be chosen later.
We obtain therefore

(26) s, x) = x©
1 C
(27) gsxx(t,x)—i- ;sx(t, x)+s,(¢,x)=0
Let us first solve (26) to extract s. It is equivalent to
[S_l(t’ x)]x =x""

hence

l1-«a

1 X
t =
st %) l-a

and

s(t, x) = [x(1 — a)]Ts.
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With this scale function s, it follows from (27) that

a 1 a
=————, thatis, C = —.
8 =gy Hhatis C=50—5
Applying Theorem 1, we obtain the following S.D.E.:
t a 1
28 R, = B —— —ds.
(28) r=2+ t+/02(a—1)Rs s

This is the equation of a Bessel process of dimension d = 1+ a/(a — 1), under
the condition d > 2 & a > 1. But with @ > 1, we have: 1/(1—a) <0,1—a <0
and s(x) will be negative for positive values of x. Since a Bessel process can
never be negative, let us choose

d _a
R, (:) —Bes?“’1 with a > 1,

that is, (R,),»o is the opposite of a Bessel process starting from z and of
dimension 1 + /(e — 1), @ > 1.

By Theorem 1, we get for the solution (X! ?, Y1 #) of a 2-dimensional equa-
tion of type (E;) with any suitable functions b and o,

@) 1 ot
limvyhe ~1—— U
e R {Rl(l—a)}

The density of Bessel processes being known [cf. Revuz and Yor (1994),

page 426], we can deduce the one of lim,_,, YlT’fg:

E % (x% + 2%) x
p(x) = (;) exp { - 5 } (o 1)]$ Iﬁ(xz),

where I, denotes the Bessel function of index ».

5.4. Another Bessel process. Let us now consider the situation where 6 # 0.
We impose here § > —1, that the functions f and g are of the same form as
in 5.3, that is, f = 1 and g(¢, x) = C/x; and we choose a function ¢ defined
by

(¢, x) = 2.

This function satisfies the required hypotheses for Theorem 1: it is indeed
Lipschitz continuous and lower bounded on the set {x € [0, £2]}. In this case,
the system (4) becomes

(29) SosTI(t, x) =€z,

(30) %sxx(t, x)+ %sx(t, x) + s:(t, x) = 8(s,(¢, x))2
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From (29) we deduce

Inx, ifx>0,

s(t, x) = {

Injx|, ifx<0O.

REMARK. This function s is not bijective on R but it is on R,. This is
sufficient since we need it to be bijective only on the life space of the process
(R;);s0 (cf. proof of Theorem 1). As this one will turn out to be a Bessel process,
it lives on R, and the function s satisfies the hypotheses.

Taking C = § + 1/2, (30) is satisfied, so we choose

g(t,x) = <8 + %)%

We deduce then the limit law of YlT’fg when ¢ — 0 with the S.D.E. satisfied
by (R;)s=0:
t 1\ 1
R, = B S+ = |=ds.
=2+ t—f-/o( +2>Rs s
This is the equation of a Bessel process of dimension 2(6 + 1): R, ~ Bes2OH
when 6 > —1. Then

e @ (d)
lim Y7:%, = s(1, Ry) = In(Ry).

From the known density of Bessel processes, it follows that the one of the
required limit law lim, Y;:fs is given by

21 In x x2 + 22
p(x) = 5 exp{ - ( B )} I5(x2),

where I, denotes the Bessel function of index ».

5.5. Process associated to the porous media equation. Let us now recall
the stochastic interpretation of the porous media equation

1
u, = §(u2m+1)
studied in Benachour, Chassaing, Roynette and Vallois (1996). The authors
associate to it the following S.D.E.:
dR,=u™(¢, R,)dB;, Ry =0,

(31) u(t, .) is the density of R,, ¢ > 0,

xx’

m >0,

and prove that this equation admits a unique solution (R,);,. Its density u,
solution of the porous media equation, is the Barenblatt-Pattle density

1 /x 1 1 x|
32 tx) = 5X(75) = 759 — 128
(32) u(t, x) tBX<tB) th [am @Cm+1D(m+1) 28] -
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with

_m_

. m% }m+1
" liem+ nim+ DEBREE |

B
- m<(2m+ 1)(m + 1))

R N

Let us now return to our problem. We impose again 6 = 0 and we consider
the case of a function ¢ defined by

¢(t> x) =

+

1
u?n(t, x)’

where u is the Barenblatt-Pattle density given by (32).
Our aim is to use ¢ to define a S.D.E. as follows:

t
{Xt = [ #(X,,Y,)ds,
0
Y, =B,

In other words, we need ¢(., B,) to be well defined, that is u(., B,) # 0. Looking
at the explicit formula of u, we remark that

u(t,x) >0 |x| < ymtﬁ.

On the other hand, using the law of the iterated logarithm, we obtain that for
small ¢,

|B;| <c-t*as. witha> % and a constant c.

Since m > 0, we can always find an « > 1/2 such that a« > 1/(2m + 2), then
we obtain

|B,| < ct77 a.s. (t small )

so we can take B, € [—ymtﬁ ; ymtﬁ] and in this interval, the defined func-
tion ¢ has the required properties, that is ¢(., B,) is well-defined.

We can then apply our result: since § = 0, we have to solve the system (22)
in order to find some functions f, g and s. Here (22) becomes

[(Sx : f)“s_l](t7 x) = um(t! x),

%f2(t, )8, (¢, x) + g(t, x)s,.(t, x) + s,(¢, x) = 0.
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If we choose g =0 and

f(t, x)=um(t, x),

the process (R,),. solution of (4) is the process associated to the porous media
equation. The preceeding system is then solved with the natural scale function
s(t, x) = x for the operator

1 ,, 2 4
AR
Then, for any S.D.E. of the form (E;) with suitable functions o and b, we get
by Theorem 1

L

d d d
lim Y5l Vv, Cs1,r) YR,

Hence the density of the limit law is given by

1 2m
p(x) = {“?" T @mt)(m+ 1)x2}

"
5.6. S.D.E. with multiplicative noise. We stay finally in the situation
where 6 = 0 and we consider the following function:

o(x) = {(b_—l%)xr

with @ and b some constants such that 5% # 2a.

With the arguments we have already used in the examples 5.2 and 5.3, we
are allowed to apply our result to such a function. The system (22) that we
have then to solve becomes

(33) [(sx. f)os_l](t, x) = (b - %)x

(34) %fz(t, x)8,.(t, x) + g(t, x)s,. (¢, x) + s,(¢, x) = 0.

Let us suppose that all the functions to determine are independent of their
first variable, and let us choose simple multiplicative functions:

f(x)=bx and g(x)=ax.
Then the system (33)-(34) becomes

(35) s.(x) - bx = (b - %)s(x),

1
(36) §bzxzsxx(x) +axs,(x)=0.
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Let us solve (36) in order to get the explicit formula for s

2
—b—Z[lnx] if x > 0,
s o) =1 >
52 —[In|x|], ifx <0,
then
(x) x 2, ifx>0
s.(x) =
|x|7%, ifx<O
and we deduce
2 L
(x) = 7ol

REMARK. We can make here the same remark as in the example 5.4 about
the bijectivity of s since we will see that it is sufficient to fix a positive starting
point for the process (R,);., solution of (4) to make it live in R,.

Applying Theorem 1 leads us to consider the following S.D.E.:

Rt=z+a/0tdes+b/OtdeBs

with a fixed z > 0.
The solution of this equation is known and has the following explicit ex-
pression

2
37 thz.exp{<a—%>t+b3t}.

It follows that, for any suitable functions o and b, the solution (X2, Y'1-#)
of an equation of the form (E,) satisfies

1,& b? 1-2
hmYTlp o YT : s(1, Rl) N B2 (R #.

—2a
And we deduce from (37) the density of the limit law

(x) =2 # L v ex a—b—2 1_2_a ex b_Z_a x—x—2
PR =2 " onb? —2q *P 2 b2 ) [ <P b 2 [
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